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ABSTRACT

In this paper, we study geometric properties of surfaces of the generalized Fischer–Burmeister function and its induced merit function. Then, a visualization is proposed to explain how the convergent behaviors are influenced by two descent directions in merit function approach. Based on the geometric properties and visualization, we have more intuitive ideas about how the convergent behavior is affected by changing parameter. Furthermore, geometric view indicates how to improve the algorithm to achieve our goal by setting proper value of the parameter in merit function approach.

1. Introduction

The nonlinear complementarity problem (NCP) is to find a point \( x \in \mathbb{R}^n \) such that

\[
x \succeq 0, \quad F(x) \succeq 0, \quad \langle x, F(x) \rangle = 0.
\]

where \( \langle \cdot, \cdot \rangle \) is the Euclidean inner product and \( F = (F_1, \ldots, F_n)^T \) is a map from \( \mathbb{R}^n \) to \( \mathbb{R}^n \). We assume that \( F \) is continuously differentiable throughout this paper. The NCP has attracted much attention because of its wide applications in the fields of economics, engineering, and operations research [8,11,16], to name a few.

Many methods have been proposed to solve the NCP; see [1,14,16,20,22,25] and the references therein. One of the most powerful and popular approach is to reformulate the NCP as a system of nonlinear equations [21,23,28], or an unconstrained minimization problem [9,10,12,15,18,19,24,27]. The objective function that can constitute an equivalent unconstrained minimization problem is called a merit function, whose global minima are coincident with the solutions of the original NCP. To construct a merit function, a class of functions, called NCP-functions and defined below, plays a significant role.

A function \( \phi : \mathbb{R}^2 \to \mathbb{R} \) is called an NCP-function if it satisfies

\[
\phi(a,b) = 0 \iff a \succeq 0, \quad b \succeq 0, \quad ab = 0.
\]

Equivalently, \( \phi \) is an NCP-function if the set of its zeros is the two nonnegative semiaxes. An important NCP-function, which plays a central role in the development of efficient algorithms for the solution of the NCP, is the well-known Fischer–Burmeister (FB) NCP-function [12,13] defined as
\[ \phi(a, b) = \sqrt{a^2 + b^2} - (a + b). \]  

With the NCP function, we can obtain an equivalent formulation of the NCP by a system of equations:

\[
\Phi(x) = \begin{bmatrix}
\phi(x_1, F_1(x)) \\
\vdots \\
\phi(x_n, F_n(x))
\end{bmatrix} = 0. \tag{4}
\]

In other words, we have

\[ x \text{ solves the NCP } \iff \Phi(x) = 0. \]

In view of this, we define a real-valued function \( \Psi : \mathbb{R}^n \to \mathbb{R}_+ \)

\[
\Psi(x) := \frac{1}{2} \|\Phi(x)\|^2 = \frac{1}{2} \sum_{i=1}^{n} \phi^2(x_i, F_i(x)). \tag{5}
\]

It is known that \( \Psi \) is a merit function of the NCP, i.e., the NCP is equivalent to an unconstrained minimization problem:

\[
\min_{x \in \mathbb{R}^n} \Psi(x). \tag{6}
\]

Merit functions are frequently used in designing numerical algorithms for solving the NCP. In particular, we can apply an iterative algorithm to minimize the merit function with hope of obtaining its global minimum.

Recently, the so-called generalized Fischer–Burmeister function was proposed in [3,4]. More specifically, they considered

\[
\phi_p(a, b) := \|(a, b)\|_p - (a + b), \tag{7}
\]

where \( p > 1 \) is an arbitrary fixed real number and \( \|(a, b)\|_p \) denotes the \( p \)-norm of \( (a, b) \), i.e., \( \|(a, b)\|_p = \sqrt[p]{|a|^p + |b|^p} \). In other words, in the function \( \phi_p \), the 2-norm of \( (a, b) \) in the FB function is replaced by a more general \( p \)-norm. The function \( \phi_p \) is still an NCP-function, which naturally induces another NCP-function \( \psi_p : \mathbb{R}^2 \to \mathbb{R}_+ \) given by

\[
\psi_p(a, b) := \frac{1}{2} |\phi_p(a, b)|^2. \tag{8}
\]

For any given \( p > 1 \), the function \( \psi_p \) is shown to possess all favorable properties of the FB function \( \psi; \) see [2–4]. It plays an important part in our study throughout the paper. Like \( \Phi \), the operator \( \Phi_p : \mathbb{R}^n \to \mathbb{R}^n \) defined as

\[
\Phi_p(x) = \begin{bmatrix}
\phi_p(x_1, F_1(x)) \\
\vdots \\
\phi_p(x_n, F_n(x))
\end{bmatrix} \tag{9}
\]

yields a family of merit functions \( \Psi_p : \mathbb{R}^n \to \mathbb{R}_+ \) for the NCP:

\[
\Psi_p(x) := \frac{1}{2} \|\Phi_p(x)\|^2 = \sum_{i=1}^{n} \psi_p(x_i, F_i(x)). \tag{10}
\]

Analogously, the NCP is equivalent to an unconstrained minimization problem:

\[
\min_{x \in \mathbb{R}^n} \Psi_p(x). \tag{11}
\]

It was shown that if \( F \) is monotone [15] or an \( P_0 \)-function [10], then any stationary point of \( \Psi \) is a global minima of the unconstrained minimization \( \min_{x \in \mathbb{R}^n} \Psi(x) \), and hence solves the NCP. The similar results were generalized to \( \Psi_p \)-case in [4]. On the other hand, there are many classical iterative methods applied to this unconstrained minimization of the NCP. Derivative-free methods [29] are suitable for problems where the derivatives of \( F \) are not available or expensive. Some derivative-free algorithms with global convergence results were proposed to solve the NCP based on generalized Fischer–Burmeister merit function. For example, [4,5] pointed out that the performance of the algorithm is influenced by parameter \( p \). In addition, there have been observed some phenomenon in the derivative-free algorithm studied in [5]. More specifically, there occurs kind of “cliff” in the convergent behavior depicted as Fig. 1.

During these years, we are frequently asked about what is the main factor causing this and how parameter \( p \) affects convergent behavior? These are what we are eager to know of. In light of our earlier numerical experience, we find that figuring out the geometric properties of \( \phi_p \) and \( \psi_p \) may be a key way to answer the aforementioned puzzles. In view of this
motivation, we aim to do analysis from geometric view in this paper. More specifically, the objective of this paper is to study the relation between convergent behavior and parameter $p$ via aspect of geometry in which the graphs of $\phi_p$ and $\psi_p$ can be regarded as families of surfaces embedded in $\mathbb{R}^3$.

This paper is organized as follows. In Section 2, we propose some geometric properties of $\phi_p$ and present its surface structure by figures. In Section 3, we study properties of $\psi_p$, and summarize the comparison between $\phi_p$ and $\psi_p$. In Section 4, we investigate a geometric visualization to see possible convergence behavior with different $p$ by a few examples. Finally, we state the conclusion.

2. Geometric view of $\phi_p$

In this section, we study some geometric properties of $\phi_p$ and interpret their meanings. We present the family of surfaces of $\phi_p(a,b)$ where $p \in (1, +\infty)$, see Figs. 2 and 3. When we fix a real number $p$ with $1 < p < +\infty$, Fig. 3 gives us intuitive image that the surface shape is indeed influenced by the value of $p$. From the definition of $p$-norm, we know that $\|a\|_p := |a| + |b|$, and $\max(|a|, |b|)$. It is trivial that $\phi_p(a,b) \rightarrow \phi_1(a,b) := |a| + |b| - (a + b)$ pointwisely, see Fig. 3(a) and (b). On the other hand $\phi_p(a,b) \rightarrow \phi_\infty(a,b) := \max(|a|, |b|) - (a + b)$ pointwisely, see Fig. 3(e) and (f). Note that $\phi_1(a,b)$ is not an NCP function because when $a > 0$ and $b > 0$, we have $\phi_1(a,b) = 0$ whereas $\phi_\infty(a,b)$ is an NCP function but not differentiable when $a = b$.

Next, we give some lemmas which will be used in subsequent analysis.

Lemma 2.1 [6, Lemma 3.1]. If $a > 0$ and $b > 0$, then $(a + b)^p > a^p + b^p$ for all $p \in (1, +\infty)$.
Lemma 2.2 \cite{17, Lemma 1.3}. Let \( x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n \) and \( \|x\|_p := \left(\sum_{i=1}^n |x_i|^p\right)^{\frac{1}{p}} \). If \( 1 < p_1 < p_2 \), then \( \|x\|_{p_2} \leq \|x\|_{p_1} \leq n^{\frac{1}{p_2}} \|x\|_{p_1} \).

Lemma 2.3 \cite[Lemma 3.2]{5}. Let \( \phi_p : \mathbb{R}^2 \to \mathbb{R} \) be given as in \eqref{eq:7} where \( p \in (1, +\infty) \). Then,
\[
\left(2 - 2^l\right) |\min\{a, b\}| \leq |\phi_p(a, b)| \leq \left(2 + 2^l\right) |\min\{a, b\}|.
\]
Proposition 2.1. Let \( \phi_p : \mathbb{R}^2 \to \mathbb{R} \) be given as in (7) where \( p \in (1, +\infty) \). Then,

\[
\begin{align*}
(a) & \quad (a > 0 \text{ and } b > 0) \iff \phi_p(a, b) < 0; \\
(b) & \quad (a = 0 \text{ and } b \geq 0) \text{ or } (b = 0 \text{ and } a \geq 0) \iff \phi_p(a, b) = 0; \\
(c) & \quad b = 0 \text{ and } a < 0 \Rightarrow \phi_p(a, b) = -2a > 0; \\
(d) & \quad a = 0 \text{ and } b < 0 \Rightarrow \phi_p(a, b) = -2b > 0.
\end{align*}
\]

Proof

(a) If \( a > 0 \) and \( b > 0 \), it is easy to see \( \phi_p(a, b) < 0 \) by Lemma 2.1. Conversely, because \( \sqrt[|p|]{|a|^p + |b|^p} \geq |a| \) and \( \sqrt[|p|]{|a|^p + |b|^p} \geq |b| \), we have \( \sqrt[|p|]{|a|^p + |b|^p} \geq \max(|a|, |b|) \). Suppose \( a \leq 0 \) or \( b \leq 0 \), then we have \( \max(|a|, |b|) \geq (a + b) \) which implies \( \phi_p(a, b) \geq 0 \). This is a contradiction.

(b) By definition of \( \phi_p(a, b) \), we know

\[
\phi_p(a, 0) = |a| - a = \begin{cases} 0 & a \geq 0, \\ -2a & a < 0, \end{cases} \quad \phi_p(0, b) = |b| - b = \begin{cases} 0 & b \geq 0, \\ -2b & b < 0, \end{cases}
\]

which say that \( (a = 0 \text{ and } b \geq 0) \) or \( (b = 0 \text{ and } a \geq 0) \Rightarrow \phi_p(a, b) = 0 \). Conversely, suppose \( \phi_p(a, b) = 0 \). If \( a < 0 \) or \( b < 0 \), mimicking the arguments of part (a) yields

\[
\sqrt[|p|]{|a|^p + |b|^p} \geq \max(|a|, |b|) > a + b,
\]

which implies \( \phi_p(a, b) > 0 \). Thus, there must hold \( a \geq 0 \) and \( b \geq 0 \). Furthermore, one of \( a \) and \( b \) must be 0 from part (a).

The proofs of (c) and (d) are direct from the proof of part (b). \( \square \)

Proposition 2.1(a) shows that \( \phi_p(a, b) \) is negative on the first quadrant of \( \mathbb{R}^2 \)-plane, see Fig. 4, while Proposition 2.1(b) shows that \( \phi_p(a, b) = 0 \) can only happen on the nonnegative semiaxes (i.e., \( a \geq 0 \), \( b = 0 \) or \( a = 0 \), \( b \geq 0 \)). In fact, this proposition is also equivalent to saying that \( \phi_p(a, b) \) is an NCP-function. In addition, Proposition 2.1(b)–(d) indicate that the value of \( p \) does not affect the value \( \phi_p(a, b) \) on the \( a \)-axis and \( b \)-axis.

Proposition 2.2. Let \( \phi_p : \mathbb{R}^2 \to \mathbb{R} \) be given as in (7) where \( p \in (1, +\infty) \). Then,

\[
\begin{align*}
(a) & \quad \phi_p(a, b) = \phi_p(b, a); \\
(b) & \quad \phi_p \text{ is convex, i.e.,} \\
& \quad \phi_p(\alpha w + (1 - \alpha)w') \leq \alpha \phi_p(w) + (1 - \alpha)\phi_p(w') \\
& \quad \text{for all } w, w' \in \mathbb{R}^2 \text{ and } \alpha \in [0, 1]; \\
(c) & \quad \text{if } 1 < p_1 < p_2, \text{ then } \phi_{p_1}(a, b) \geq \phi_{p_2}(a, b).
\end{align*}
\]

Proof. The verifications for part (a) and (b) are straightforward, we omit them. Part (c) is true by applying Lemma 2.2. \( \square \)

Proposition 2.2(a) shows the symmetric property of \( \phi_p(a, b) \) which means there have a couple of points on plane between line \( a = b \) having the same height. In other words, surface \( z = \phi_p(a, b) \) has the same structure on second and forth quadrant of the plane, see Figs. 4–6. Proposition 2.2(b) says that the shape of surface is convex because the function \( \phi_p \) is convex while Proposition 2.2(c) implies that the value of \( \phi_p \) is decreasing when the value of \( p \) is increasing. In summary, the value of \( p \) would affect geometric structure.

Proposition 2.3. If \( \{(a^k, b^k)\} \subseteq \mathbb{R}^2 \) with \( (a^k \to -\infty) \) or \( (b^k \to -\infty) \) or \( (a^k \to +\infty \text{ and } b^k \to +\infty) \), then \( |\phi_p(a^k, b^k)| \to +\infty \) for \( k \to +\infty \).

Proof. This can be found in [26, p. 20]. \( \square \)

Proposition 2.3 implies the increasing direction on surface. This can be seen from the contour graph of \( z = \phi_p(a, b) \) which is plotted in Fig. 4, where the deep color presents the lower height. In order to understand the structure of the surface, it is nature to investigate special curves on the surface. We consider a family of curves \( \gamma_{t, p} : \mathbb{R} \to \mathbb{R}^3 \) defined as follows:

\[
\gamma_{t, p}(t) := (r + t, r - t, \phi_p(r + t, r - t))
\] (12)
where \( r \in \mathbb{R} \) and \( p \in (1, +\infty) \) are two arbitrary fixed real number. These curves can be viewed as the intersection of surface \( z = \phi_p(a, b) \) and plane \( a + b = 2r \), see Fig. 6. We study some properties regarding these special curves.

**Lemma 2.4.** Let \( \phi_p : \mathbb{R}^2 \to \mathbb{R} \) be given as in (7) where \( p \in (1, +\infty) \). Fix any \( r \in \mathbb{R} \), we define \( f : \mathbb{R} \to \mathbb{R} \) as \( f(t) := \phi_p(r + t, r - t) \), then \( f \) is a convex function.

**Proof.** We know that \( \phi_p \) is a convex function by Proposition 2.3 and observe that \( f \) is a composition of \( \phi_p \) and an affine function. Thus, \( f \) is convex since it is a composition of a convex function and an affine function (the composition of two convex functions is not necessarily convex, however, our case does guarantee the convexity because one of them is affine). \( \square \)

Fig. 4. Level curves of \( z = \phi_p(a, b) \) with different \( p \).
Theorem 2.1. Let \( f_p : \mathbb{R}^2 \to \mathbb{R} \) be given as in (7) where \( p \in (1, +\infty) \). Suppose \( a \) and \( b \) are constrained on the curve determined by \( a + b = 2r \) \((r \in \mathbb{R})\) and the surface. Then, \( f_p(a, b) \) attains its minima \( f_p(r, r) = 2^p|p| - 2r \) along this curve at \((a, b) = (r, r)\).

Proof. We know that \( f_p(a, b) \) is differentiable except \((0, 0)\), therefore we discuss two cases as follows.
(i) Case (1): \( r = 0 \). Because \( a + b = 0 \), \( a \) and \( b \) have opposite sign to each other except \( a = b = 0 \), from Proposition 2.1, we know \( \phi_p(a, b) \not\geq 0 \) under this case. Thus, when \((a, b) = (0, 0)\), \( \phi_p(a, b) \) attains its mimima zero.

(ii) Case (2): \( r \neq 0 \). Fix \( r \) and \( p > 1 \). Let \( f : \mathbb{R} \to \mathbb{R} \) and \( g : \mathbb{R} \to \mathbb{R} \) be respectively defined as

\[
\begin{align*}
f(t) &:= \phi_p(r + t, r - t), \\
g(t) &:= |r + t|^p + |r - t|^p.
\end{align*}
\]

Then, we calculate that

\[
f'(t) = \frac{g'(t)}{p(g(t))^2} \quad \text{and} \quad g'(t) = p\left[\text{sgn}(r + t)(r + t)^{p-1} - \text{sgn}(r - t)(r - t)^{p-1}\right].
\]

We know \( g(t) > 0 \) for all \( t \in \mathbb{R} \). It is clear \( g'(0) = 0 \), and hence \( f'(0) = 0 \). By Lemma 2.4, \( f(t) \) is convex on \( \mathbb{R} \). In addition, it is also continuous, therefore, \( t = 0 \) is a critical point of \( f(t) \) which is also a global minimizer of \( f(t) \). The proof is done since \( a = b = r \) and \( \phi_p(r, r) = 2^p|r| - 2r \) when \( t = 0 \).

Lemma 2.4 and Theorem 2.1 show that the curve determined by the plane \( a + b = 2r \) and the surface \( z = \phi_p(a, b) \) is convex and attains minima when \( a = b \), see Fig. 7. We now study curvature of the family of curves \( \mathcal{C}_p \) defined as in (12) at point \((r, r, \phi_p(r, r))\). Because function \( \phi_p \) is not differentiable at \((a, b) = (0, 0)\) (i.e., \( r = 0 \)), we choose two points \((-t_0, t_0, 0)\) and \((t_0, -t_0, 0)\) where \( t_0 > 0 \), and calculate the value of cosine function of the angle between \( \mathcal{C}_p(t_0) \), \( \mathcal{C}_p(t_0) \), see Fig. 8.

**Proposition 2.4.** Let \( \mathcal{C}_p : \mathbb{R} \to \mathbb{R}^3 \) be defined as in (12), and \( \cos_p(\theta) \) be cosine function of the angle between two vectors \( \mathcal{C}_p(-t_0) \) and \( \mathcal{C}_p(t_0) \) where \( t_0 > 0 \). Then,

- (a) \( \cos_p(\theta) = \frac{\sqrt{2^p - 6}}{\sqrt{(2^p - 2)^2 + 32}} \);
- (b) \( \cos_p(\theta) \to -\frac{1}{2} \) as \( p \to 1 \), and \( \cos_p(\theta) \to -\frac{1}{\sqrt{2}} \) as \( p \to +\infty \);
- (c) if \( 1 < p_1 < p_2 \), then \( \cos_{p_1}(\theta) < \cos_{p_2}(\theta) \).

**Proof**

(a) By direct computation, we obtain

\[
\cos_p(\theta) = \frac{\mathcal{C}_p(-t_0) \cdot \mathcal{C}_p(t_0)}{||\mathcal{C}_p(-t_0)||||\mathcal{C}_p(t_0)||} = \frac{2^p - 6}{\sqrt{(2^p + 6)^2 + 2^p + 12} + \sqrt{(2^p + 6) - 2^p + 12}} = \frac{2^p - 6}{\sqrt{(2^p - 2)^2 + 32}}.
\]

(b) From part (a), let \( f : (1, +\infty) \to \mathbb{R} \) be \( f(p) := \cos_p(\theta) \). Then \( f(p) \) is continuous on \((1, +\infty)\). By taking the limit, we have \( \cos_p(\theta) \to -\frac{1}{2} \) as \( p \to 1 \), and \( \cos_p(\theta) \to -\frac{1}{\sqrt{2}} \) as \( p \to +\infty \).

(c) From part (b), we know \( f'(p) = \frac{6(1 - \frac{1}{2^p})2^{p-1}}{\sqrt{(2^p - 2)^2 + 32}} \) which implies \( f'(p) > 0 \) for all \( p > 1 \). Therefore, \( f(p) \) is a strictly increasing function on \((1, +\infty)\).

**Proposition 2.5.** Let \( \mathcal{C}_p : \mathbb{R} \to \mathbb{R}^3 \) be defined as in (12). Then the following hold.

(a) The curvature at point \( \mathcal{C}_p(0) = (r, r, \phi_p(r, r)) \) is \( K_p(0) = \frac{(p-1)2^{p-1}}{p-1} \).

(b) \( K_p(0) \to 0 \) as \( p \to 1 \) and \( K_p(0) \to +\infty \) as \( p \to +\infty \).

(c) If \( 1 < p_1 < p_2 \), then \( K_p(0) < K_{p_1}(0) \).

**Proof**

(a) Because \( \mathcal{C}_p(t) = (r + t, r - t, \phi_p(r + t, r - t)) \), we know

\[
\mathcal{C}_p'(0) = (1, -1, 0) \quad \text{and} \quad \mathcal{C}_p''(0) = \left(0, 0, \frac{(p - 1)2^{p-1}}{|r|}\right).
\]
Recall the formulation of curvature

\[ K_p(t) = \frac{\lvert \mathbf{x}'_p(t) \wedge \mathbf{x}''_p(t) \rvert}{\lvert \mathbf{x}'_p(t) \rvert^3}, \]

where wage operator means the outer product of two vectors. Thus, we have

\[ K_p(0) = \frac{\lvert \mathbf{x}'_p(0) \wedge \mathbf{x}''_p(0) \rvert}{\lvert \mathbf{x}'_p(0) \rvert^3} = \frac{(p - 1)2^{p-1}}{r}. \]

(b) Let \( f : (1, +\infty) \to \mathbb{R} \) be defined as

\[ f(p) := K_p(0) = \frac{(p - 1)2^{p-1}}{r}, \]

then obviously \( f(p) \) is continuous on \( \mathbb{R} \). Thus, the desired result follows by taking the limit directly.

(c) From part (b), we compute that

\[ f'(p) = \frac{2^{p-1}}{r} \left( 1 - \frac{\ln 2}{p} + \frac{\ln 2}{p^2} \right), \]

which implies \( f'(p) > 0 \) for all \( p \in (1, +\infty) \). Then \( f(p) \) is strictly increasing on \( (1, +\infty) \). \( \Box \)
The above two propositions shows how $p$ affect the geometric structure, see Fig. 9(a) and (b). Proposition 2.5(b) says that when $p \to 1$ the curve becomes a straight line, see Fig. 9(c). Note that when $p \to +\infty$ the curve becomes more and more sharp at the point. This curve is not differentiable when $t = 0$, see Fig. 9(d). To sum up, from all properties we presented in this section we realize that $p$ indeed affect the geometric behavior of surface $z = \phi_p(a, b)$ both locally and globally.

3. Geometric view of $\psi_p$

In previous section, we see that generalized FB function $\phi_p$ is convex and differentiable everywhere except $(0, 0)$. To the contrast, the function $\psi_p(a, b)$ defined as in (8) is non-convex, but continuously differentiable everywhere. Nonetheless, $\phi_p$ and $\psi_p$ have many similar geometric properties as will be seen later. In this section, we study some properties like what we have done in Section 2 and compare the difference between $\psi_p$ and $\phi_p$ (see Figs. 10 and 11).

Proposition 3.1. Let $\psi_p : \mathbb{R}^2 \to \mathbb{R}$ be given as in (8) where $p \in (1, +\infty)$. Then,

(a) $\psi_p(a, b) \geq 0$, $\forall (a, b) \in \mathbb{R}^2$;
(b) $\psi_p(a, b) = \psi_p(b, a)$, $\forall (a, b) \in \mathbb{R}^2$;
(c) $(a = 0$ and $b \geq 0)$ or $(b = 0$ and $a \geq 0)$ $\iff \psi_p(a, b) = 0$;
(d) $b = 0$ and $a < 0 \Rightarrow \psi_p(a, b) = 2a^2 > 0$;
(e) $a = 0$ and $b < 0 \Rightarrow \psi_p(a, b) = 2b^2 > 0$;
(f) $\psi_p$ is continuously differentiable everywhere.
Proof. Parts (d) and (e) come from Propositions 2.5(c) and 2.1(d), please see [2–4] for the rest.

Proposition 2.2(c) says that the value of $\psi_p$ is decreasing with respect to $p$. To the contrast, $\psi_p$ does not have such property. More specifically, it is true for $\psi_p$ to hold such property only on certain quadrants.

Proposition 3.2. Suppose $1 < p_1 < p_2$ and $(a, b) \in \mathbb{R}^2$. Then,

(a) If $a < 0$ or $b < 0$, then $\psi_{p_1}(a, b) \geq \psi_{p_2}(a, b)$;
(b) If $a > 0$ and $b > 0$, then $\psi_{p_1}(a, b) \leq \psi_{p_2}(a, b)$.

Proof

(a) This is clear from Proposition 2.2(c).
(b) Suppose $a > 0$ and $b > 0$, from Proposition 2.1(a), we have $\phi_p(a, b) < 0$. Then Proposition 2.2(c) yields $\phi_{p_1}(a, b) \geq \phi_{p_2}(a, b)$, and hence $\phi_{p_1}^2(a, b) \leq \phi_{p_2}^2(a, b)$.

Since $\psi_p$ is not convex in general. The counterpart of Theorem 2.1 is as below.

Theorem 3.1. Let $\psi_p(a, b)$ be defined as (8) with $a + b = 2r$. Then, the following hold.

(a) If $r \in \mathbb{R}^+$ and $a > 0, b > 0$, then $\psi_p(a, b)$ attains maxima $\left(2^{\frac{r}{p-1}} - 2^{\frac{2}{p-1} + 1} + 2\right) r^2$ when $(a, b) = (r, r)$.
(b) If $r \in \mathbb{R}^- \cup \{0\}$, then $\psi_p(a, b)$ attains minima $\left(2^{\frac{r}{p-1}} + 2^{\frac{2}{p-1} + 1} + 2\right) r^2$ when $(a, b) = (r, r)$.
has many similar properties like \( \psi_2 \) hold, see Figs. 11 and 12, where we denote \( \psi_1 = \frac{1}{2} |\psi_3|_1 \) and \( \psi_\infty = \frac{1}{2} |\psi_\infty|_2 \). However, there still are some differences between \( \psi_p \) and \( \psi_\infty \). For example, \( \psi_1 \) is not convex whereas \( \psi_\infty \) is. Fig. 13 depicts the increasing direction of \( \psi_2 \). Note that \( \psi_p \) is nonnegative and has different properties when \( a > 0 \) and \( b > 0 \), see Fig. 11.

In order to further understand the geometric properties, we define a family of curves as follows:

\[
\beta_{\theta}(t) := (r + t, r - t, \psi_p(r + t, r - t)),
\]

where \( r \) is a fixed real number, and \( t \in \mathbb{R} \). This family of curves can be regarded as intersection of plane \( a + b = 2r \) and surface \( z = \psi_p(a, b) \), see Fig. 14.

**Proposition 3.3.** Let \( \beta_{\theta} : \mathbb{R} \to \mathbb{R}^3 \) be defined as in (13). Then the following hold.

(a) The curvature at point \( \beta_{\theta}(0) = (r, r, \psi_p(r, r)) \) is \( \kappa_{\theta}(0) = (2 - \frac{1}{p})^2 \left( 1 - 2^{\frac{1}{p}} \right) \).

(b) \( \kappa_{\theta} \to 0 \) as \( p \to +1 \) and \( \kappa_{\theta} \to +\infty \) as \( p \to +\infty \).

(c) If \( 1 < p_1 < p_2 \), then \( \kappa_{p_1}(0) < \kappa_{p_2}(0) \).

**Proof**

(a) From \( \beta_{\theta}(t) = (r + t, r - t, \psi_p(r + t, r - t)) \), we know

\[
\beta_{\theta}'(0) = (1, -1, 0) \quad \text{and} \quad \beta_{\theta}''(0) = (0, 0, (p - 1)2^{\frac{1}{p}} - \text{sgn}(r)(p - 1)2^{\frac{1}{p}} - 1),
\]

which yields

\[
\kappa_{\theta}(r) = \frac{|\beta_{\theta}'(0) \wedge \beta_{\theta}''(0)|}{|\beta_{\theta}'(0)|^3} = (p - 1)2^{\frac{1}{p}} \left( 1 - 2^{\frac{1}{p}} \right).
\]

(b) Let \( f : (1, +\infty) \to \mathbb{R} \) be defined as \( f(p) := \kappa_{\theta}(0) = (2 - \frac{1}{p})^2 \left( 1 - 2^{\frac{1}{p}} \right) \).

Then the result follows by taking the limit directly.

(c) From part (b), it can be verified that \( f'(p) > 0 \) for all \( p \in (1, +\infty) \). Thus, \( f(p) \) is strictly increasing on \( (1, +\infty) \). □

Fig. 14 depicts the change of the curve when we have different value of \( p \) in which we can see the change of curvature when \( p \) is close to one or infinity. We state an addendum to part (a) here: the curvature at another two special points \( \beta_{\theta}(r) = (0, 2r, 0) \), \( \beta_{\theta}(-r) = (2r, 0, 0) \) is the same, namely, \( \kappa_{\theta}(r) = \kappa_{\theta}(-r) = \frac{1}{2} \). Note that although \( \psi_p \) is differentiable everywhere, the mean curvature at \( (0, 0) \) does not exist. To end up this section, we summarize the similarity and difference between \( \phi_p \) and \( \psi_p \) as below.
\[ \phi_p(a, b) \]

<table>
<thead>
<tr>
<th>Difference</th>
<th>Convex</th>
<th>Nonconvex</th>
</tr>
</thead>
<tbody>
<tr>
<td>differentiable everywhere except ((0, 0))</td>
<td>(\phi_p(a, b) &lt; 0) when (a &gt; 0) and (b &gt; 0)</td>
<td>differentiable everywhere</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Similarity</th>
<th>(1) NCP-function</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2) Symmetry (i.e. (\phi_p(a, b) = \phi_p(b, a)) and (\psi_p(a, b) = \psi_p(b, a)))</td>
<td></td>
</tr>
<tr>
<td>(3) The function is not affected by (p) on axes</td>
<td></td>
</tr>
<tr>
<td>(4) When ((a^k \to -\infty)) or ((b^k \to -\infty)) or ((a^k, b^k \to +\infty)) there have (</td>
<td>\phi_p(a^k, b^k)</td>
</tr>
<tr>
<td>(5) Non-coercive</td>
<td></td>
</tr>
</tbody>
</table>

4. Geometric analysis of merit function in descent algorithms

In this section, we employ derivative-free descent algorithms presented in [4,5] to solve the unconstrained minimization problem (11) by using the merit function (10). We then compare two algorithms and study their convergent behavior by investigating an intuitive visualization. We first list these two algorithms as below.

**Algorithm 4.1** [4, Algorithm 4.1].

(Step 0) Given real numbers \(p > 1\) and a starting point \(x^0 \in \mathbb{R}^n\). Choose the parameters \(\sigma \in (0, 1), \beta \in (0, 1)\) and \(\varepsilon \geq 0\). Set \(k := 0\).

(Step 1) If \(\Psi_p(x^k) \leq \varepsilon\), then stop.

(Step 2) Let \(m_k\) be the smallest nonnegative integer \(m\) satisfying

\[ \Psi_p(x^k + \beta^m d^k) \leq (1 - \sigma \beta^{2m}) \Psi_p(x^k), \]

where

\[ d^k := -\nabla_b \psi_p(x^k, F(x^k)) \]

and

\[ \nabla_b \psi_p(x, F(x)) := \left( \nabla_b \psi_p(x_1, F_1(x)), \ldots, \nabla_b \psi_p(x_n, F_n(x)) \right)^T. \]

(Step 3) Set \(x^{k+1} := x^k + \beta^m d^k\), \(k := k + 1\) and go to Step 1.

**Algorithm 4.2** [5, Algorithm 4.1].

(Step 0) Given real numbers \(p > 1\) and \(\alpha \geq 0\) and a starting point \(x^0 \in \mathbb{R}^n\). Choose the parameters \(\sigma \in (0, 1), \beta \in (0, 1), \gamma \in (0, 1)\) and \(\varepsilon \geq 0\). Set \(k := 0\).

(Step 1) If \(\Psi_{z,p}(x^k) \leq \varepsilon\), then stop.

(Step 2) Let \(m_k\) be the smallest nonnegative integer \(m\) satisfying
\[ wa; p(x_k + b \phi(x)) \leq (1 - \sigma \beta^2) \Psi_{x;p}(x_k), \]

where

\[ d^k(\gamma_m) := -\nabla_b \Psi_{x;p}(x_k, F(x_k)) - \gamma_m \nabla_a \Psi_{x;p}(x_k, F(x_k)) \]

and

Fig. 12. The surface of \( z = \phi_p(a, b) \) with different \( p \).
\[ r\ \wa;\ \rho(x);
\quad F(x) : \quad r\ \wa;\ \rho(x_1);
\quad F_1(x) ; \quad \ldots ; \quad r\ \wa;\ \rho(x_n);
\quad F_n(x) \quad C_0/C_1 \quad T; \]
\[ r\ \wb;\ \rho(x);
\quad F(x) : \quad r\ \wb;\ \rho(x_1);
\quad F_1(x) ; \quad \ldots ; \quad r\ \wb;\ \rho(x_n);
\quad F_n(x) \quad C_0/C_1 \quad T; \]

(Step 3) Set \( x_{k+1} := x_k + \beta \delta^m \delta^k \gamma^m \), \( k := k + 1 \) and go to Step 1.
In Algorithm 4.2, \( \psi_{s,p} : \mathbb{R}^n \to \mathbb{R}_+ \) is an NCP-function defined by
\[
\psi_{s,p}(a,b) := \frac{\bar{r}}{2} \left( \max\{0, ab\}\right)^2 + \psi_p(a,b) = \frac{\bar{r}}{2} (ab)^2 + \frac{1}{2} \left( \|a,b\|_p - (a+b) \right)^2
\]
with \( \bar{r} \geq 0 \) being a real parameter. When \( \bar{r} = 0 \), the function \( \psi_{s,p} \) reduces to \( \psi_p \). For comparing these two algorithms, we take \( \bar{r} = 0 \) when we use Algorithm 4.2 in this section. Note that the descent direction in Algorithm 4.1 is lack of a certain symmetry whereas Algorithm 4.2 adopts a symmetric search direction. Under the assumption of monotonicity, i.e.,
\[
\langle x - y, F(x) - F(y) \rangle \geq 0 \quad \text{for all } x,y \in \mathbb{R}^n,
\]
the error bound is proposed and Algorithm 4.2 is shown to have locally \( R \)-linear convergence rate in [5]. In other words, there exists a positive constant \( k_2 \) such that
\[
\|x^k - x^*\| \leq k_2 \left( \max \left\{ \psi_{s,p}(x^k), \sqrt{\psi_{s,p}(x^k)} \right\} \right)^{1/2} \quad \text{when } \bar{r} = 0.
\]
Furthermore, the convergence rate of Algorithm 4.2 has a close relation with the constant
\[
\log_{10} \left( L_1 + \frac{\sigma}{C(B, \alpha, p)} \right) \quad \text{where } C(B, \alpha, p) = \frac{(2 - 2^\delta)^4}{\alpha 2^\delta + (2 + 2^\delta)^2}.
\]
Therefore, when the value of \( p \) decreases, the convergence rate of Algorithm 4.2 becomes worse and worse, see Remark 4.1 in [5].

Recall that merit function \( \Psi_p(x) \) is sum of \( n \) nonnegative functions \( \psi_p \), i.e.,
\[
\Psi_p(x) = \sum_{i=1}^{n} \psi_p(x_i, F_i(x)).
\]
This encourages us to view each component \( \psi_p(x_i, F_i(x)) \) for \( i = 1, 2, \ldots, n \) as the motion with different velocity on the same surface \( z = \psi_p(a,b) \) at each iteration. Due to our study in Sections 2 and 3, we observe a visualization that help us understand the convergent behavior in details. Fig. 20 depicts the visualization in a four-dimensional NCP in Example 4.3. The merit function of this NCP is \( \Psi_p(x) = \sum_{i=1}^{4} \psi_p(x_i, F_i(x)) \). We plot point sequences \( \{ (x_i^k, F_i(x_i^k)) \} \) for \( i = 1, 2, 3, 4 \) together with different color and level curve of surface \( \psi_1, \ldots, \psi_4 \) in Fig. 20(a). Vertical line represents value of \( x_i \), horizontal line represents value of \( F_i(x) \) and skew line means \( x_i = F_i(x) \). We take initial point \( x^0 = (0, 0, 0, 0) \) which implies \( F(x^0) = (-6, -2, -1, -3) \), and observe convergent behavior separately with different \( i \) from initial point to the solution \( x^* = (\sqrt{6}/2, 0, 0, 1/2) \) which is on the horizontal line in this figure. Furthermore, we observe the position of point sequence on the surface in Fig. 20(a) and merit function which is the sum of their height at each iteration shown as in Fig. 20(b).

In one-dimensional NCP, \( F \) is continuously differentiable and there is only one variable \( x \) in \( F \), so \( (x,F(x)) \) is continuous curve on \( \mathbb{R}^2 \) and merit function \( \Psi_p(x) = \psi_p(x,F(x)) \) is obviously a curve on the surface \( z = \psi_p(a,b) \), see Fig. 16(a) and (b). Therefore, point sequence in one-dimensional problem can only lie on the curve \( (x,F(x), \psi_p(x,F(x))) \).
Example 4.1. Consider the NCP, where \( F : \mathbb{R} \rightarrow \mathbb{R} \) is given by
\[
F(x) = (x - 3)^3 + 1.
\]
The unique solution of this NCP is \( x^* = 2 \). Note that \( F \) is strictly monotone, see geometric view of this NCP problem in Fig. 16. The value of merit function with each iteration is plotted in Fig. 16(c) which presents the different behavior of the functions with different value \( p \) near by the solution. Fig. 17(a)–(d) depict convergent behavior in Algorithm 4.1 from two direction with two different initial points, and Fig. 17(e) and (f) show convergent behavior with different \( p \). Fig. 19(a)–(d) depict convergent behavior in Algorithm 4.2 from two direction with two different initial points. We found that Algorithm 4.2 always produce point sequence in or close to the boundary of feasible set, i.e., \( \{ (x, F(x)) : x \geq 0 \text{ and } F(x) \geq 0 \} \). Based on Proposition 3.2, the speed of the decreasing of merit function with different initial point in Algorithm 4.1 is different when we increase \( p \). But it is similar with different initial point in Algorithm 4.2. This phenomena is consistent with geometric properties studied in Section 3.

To show the importance of inflection point, we give an extreme example as follows:

**Example 4.2.** Consider the NCP, where \( F : \mathbb{R} \to \mathbb{R} \) is given by

\[
F(x) = 1.
\]

The unique solution of this NCP is \( x^* = 0 \). From above discussion, we know that point sequence is on the curve \((x, \Psi_p(x, 1))\), see Fig. 18(a). Fig. 18(c) shows there is rapid decreasing of merit function form the 80th to 120th iteration. Fig. 18(b) shows the behavior during 80th to 120th iteration. Observing the width of the level curve in Fig. 18(b), we found that rapid decreasing may arise from the existence of inflection point on the surface. Figs. 18(c)–(f) and Fig. 19(e) and (f) show that the position of inflection point may change with different \( p \).
Example 4.3. Consider the NCP, where $F : \mathbb{R}^4 \rightarrow \mathbb{R}^4$ is given by

$$F(x) = \begin{pmatrix} 3x_1^2 + 2x_1x_2 + 2x_2^2 + x_3 + 3x_4 - 6 \\ 2x_1^2 + x_1 + x_2^2 + 3x_3 + 2x_4 - 2 \\ 3x_1^2 + x_1x_2 + 2x_2^2 + 2x_3 + 3x_4 - 1 \\ x_1^2 + 3x_2^2 + 2x_3 + 3x_4 - 3 \end{pmatrix}.$$
This is non-degenerate NCP and the solution is \( x^* = \left( \sqrt{6}/2, 0, 0, 1/2 \right) \). Fig. 20 shows that the behavior of merit function is consistent with Proposition 3.2(b) in Algorithm 4.1. Fig. 20 shows that the convergent behaviors are different by various initial points in Algorithm 4.1. Fig. 22 says that the convergent behavior is also different with different initial point in Algorithm 4.2. But we see that the behavior is still different between two algorithms even with the same initial point from Figs. 21 and
22. Fig. 23(e) shows that merit function decreases more and more quickly when \( p \) is smaller. However, Fig. 24(e) shows that merit function decreases more and more quickly when \( p \) is bigger.

**Fig. 19.** Convergent behavior of Algorithm 4.2 and the value of merit function in Examples 4.1 and 4.2.
Fig. 20. Convergent behavior of Algorithm 4.1 and merit function with initial point $x^0 = (0, 0, 0, 0)$ in Example 4.3.
Fig. 21. Convergent behavior of Algorithm 4.1 with different initial point and $p = 2$ in Example 4.3.
Fig. 22. Convergent behavior of Algorithm 4.2 with different initial point and $p = 2$ in Example 4.3.
Fig. 23. Merit function in the first 200 iterations of Algorithm 4.1 with different $p$ and initial point $x^0 = (2, 1, 1, 1)$ of Fig. 21(f).
Example 4.4. Consider the NCP, where $F : \mathbb{R}^5 \to \mathbb{R}^5$ is given by

$$F(x) = \begin{pmatrix} x_1 + x_2 x_3 x_4 x_5 / 50 \\ x_2 + x_1 x_3 x_4 x_5 / 50 - 3 \\ x_3 + x_1 x_2 x_4 x_5 / 50 - 1 \\ x_4 + x_1 x_2 x_3 x_5 / 50 + 1/2 \\ x_5 + x_1 x_2 x_3 x_4 / 50 \end{pmatrix}.$$
This NCP has only one solution \( x^* = (0, 3, 1, 0, 0) \). We choose initial point \( x_0 = (3, 4, 2, 2, 2) \) in Algorithm 4.2, see Fig. 25.

Figs. 25(e) and 24(e) show different result with different \( p \).

The results of above examples suggest that the convergent behavior is influenced by the position of initial point, properties of \( F(x) \), and the geometric structure of the NCP function \( \psi_p \). Indeed, the convergent behavior of Algorithm 4.1 can be classified into three cases when starting from different initial points.

- Case 1: the point sequence \( \{ (x_i, F_i(x^*)) \} i = 1, 2, \ldots, n \) is almost located in or close to the boundary of surface \( z = \psi_p(a, b) \) where \( a > 0 \) and \( b > 0 \), see Fig. 20(f).
In addition, the value of merit function decreases more quickly when the value of $p$ increases in case 1, see Fig. 23. The value of merit function decreases more quickly when the value of $p$ increases in case 2, see Fig. 20. The value of merit function seems to depend on the slope of the surface, as visualization shows. Thus, the above two cases can be explained by Proposition 3.2 geometrically. Although the convergent behavior is complicated in case 3, if there exists some initial point $x^0$ such that $F_i(x^0) < 0$ for some $i$ and $p$ is small, for example, $p \in (1, 2)$, we can easily deduce that the value of merit function decreases more quickly when the value of $p$ increases, like case 2 and see Fig. 17. This is because the surface $z = \psi_p(a, b)$ is much higher when $a > 0$ and $b < 0$ than when $a > 0$ and $b > 0$, see Figs. 13 and 15(d). Therefore, the value of merit function is dominated by the component of $F(x)$ with initial point satisfy $F_i(x^0) < 0$ for some $i$. Such observations match up with those convergence results discussed in [4].

Convergent behavior in Algorithm 4.2 belongs to case 1, see Figs. 19(a) and 21. The behavior of merit function seems to depend on the height scale of surface with steady step length at each iteration, as visualization shows. Therefore surface in case 1 is closer to zero but becomes flatter when $p$ is smaller. This is the geometrical reason why Algorithm 4.2 has a better global convergence and a worse convergence rate when $p$ decreases, see concluding remark in [5] and Fig. 24(e).

According to [4,5], Algorithm 4.2 has different global convergence result compared to Algorithm 4.1. However, this phenomena depends on initial point. In fact, we can choose suitable initial point by observing our visualization such that these two algorithms having similar global convergence result with different $p$, see Figs. 25(e) and 23(e). This is another benefit of analyzing visualization.

5. Conclusion

In this paper, we view graphs of function $\phi_p$ and function $\psi_p$ as families of surfaces in $\mathbb{R}^3$ and study their geometric properties. It is shown that when using two descent methods to solve NCP with merit function $\Psi_p$, the convergent behaviors are influenced by descent directions and geometric structure of surface of $\psi_p$. By looking at the visualization, we observe that the existence of inflection point (in the graphs of $\phi_p$) is the main factor causes rapid decreasing ("cliff") of merit function. In addition, the convergent behavior of both algorithms is sensitive to initial points which also matches what is remarked in [5,7]. The proposed geometric view and visualization greatly help us realize that how convergent behavior is influenced by changing or adding parameters in NCP-functions.
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