A neural network based on the generalized FB function for nonlinear convex programs with second-order cone constraints
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Abstract

This paper proposes a neural network approach to efficiently solve nonlinear convex programs with the second-order cone constraints. The neural network model is designed by the generalized Fischer–Burmeister function associated with second-order cone. We study the existence and convergence of the trajectory for the considered neural network. Moreover, we also show stability properties for the considered neural network, including the Lyapunov stability, the asymptotic stability and the exponential stability. Illustrative examples give a further demonstration for the effectiveness of the proposed neural network. Numerical performance based on the parameter being perturbed and numerical comparison with other neural network models are also provided. In overall, our model performs better than two comparative methods.
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1. Introduction

The nonlinear convex programs with second-order cone constraints (we abbreviate it as SOCP in this paper) is given as below:

$$\min \ f(x)$$

s.t.  \( Ax = b \)

\(-g(x) \in K \)

(1)

where \( A \in \mathbb{R}^{m \times n} \) has full row rank, \( b \in \mathbb{R}^m \), \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is two-order continuous differentiable and convex mapping, \( g = [g_1, \ldots, g_l]^T: g: \mathbb{R}^n \rightarrow \mathbb{R}^l \) is two-order continuous differentiable \( K \)-convex mapping which means for every \( x, y \in \mathbb{R}^n \) and \( t \in [0, 1] \) such that

\( tg(x) + (1 - t)g(y) - g((1 - t)y) \in K \),

and \( K \) is a Cartesian product of second-order cones (also called Lorentz cones), expressed as

\( K = K_{n1} \times K_{n2} \times \ldots \times K_{nl} \)

with \( N, n_1, \ldots, n_l \geq 1, n_1 + \cdots + n_l = l \) and

\( K_{ni} := \{ (x_{i1}, x_{i2}, \ldots, x_{in})^T \in \mathbb{R}^{n_i} \mid \| (x_{i2}, \ldots, x_{in}) \| \leq x_{i1} \} \).

Here \( \| \cdot \| \) denotes the Euclidean norm and \( K^l \) means the set of nonnegative reals \( \mathbb{R}_+^l \).

It is well known that second-order cone programming problems (SOCP) have wide of applications in engineering, control and management science [1,23,26]. For example, the grasping force optimization problem for the multi-fingered robot hand can be recast as SOCP, see [23, Example 5.3] for real application data. For solving SOCP (1), there also exist many traditional optimization methods such as the interior point method [24], the merit function method [7,18], Newton method [21,31], and projection method [12] and so on. For a survey of solution methods, refer to [4]. In this paper, we are interested in the so-called neural network approach for solving SOCP (1), which is substantially different from the traditional ones. The main motivation to employ this approach arises from the following reason. In many applications, for example, force analysis in robot grasping and control applications, real-time solutions are usually imperative. For such applications, traditional optimization methods may not be competent due to the problem’s stringent requirement on computational time. Compared with the traditional optimization methods, the neural network method has its advantage in dealing with real-time optimization problems. Hence, many continuous-time neural networks for constrained optimization problems have been widely developed. At present, there are many results on neural networks for solving real-
time optimization problems, see [6,9,11,14,16,17,19,22,23,25,27,33, 35–39,41] and references therein.

Neural networks stemmed back from McCulloch and Pitts’ pioneering work half century ago, and these were first introduced for optimization domain in the 1980s [15,20,34]. The essence of neural network method for solving optimization problems [8] is to establish a nonnegative Lyapunov function (or called energy function) and a dynamic system which represents an artificial neural network. Indeed, the dynamic system is usually in the form of the first order ordinary differential equations. When utilizing neural networks for solving optimization problems, we are usually much more interested in the stability of networks starting from an arbitrary point. It is expected that for an initial point, the neural network will approach its equilibrium point which corresponds to the solution for the considered optimization problem.

In fact, the neural network approach for solving SOCP has been studied in [23,29]. More specifically, the SOCIP studied in [23] is

\[
\begin{align*}
\min & \quad f(x) \\
\text{s.t.} & \quad Ax = b \\
& \quad x \in \mathcal{K}
\end{align*}
\]

which is a special case of problem (1). Two kinds of neural networks were proposed in [23]. One is based on cone projection function (also called NR function) with which only Lyapunov stability is guaranteed. The other is based on the Fischer–Burmeister function (FB function) where Lyapunov stability and asymptotical stability are proved. Moreover, when solving problem (2), it was observed that the neural network based on the NR function has better performance than the one based on the FB function in most cases (except for some oscillating cases). However, compared to FB function, the NR function has a remarkable drawback, i.e., the non-differentiability. In light of this phenomenon, the authors employed a neural network model based on “smoothed” NR function for solving more general SOCP [1], see [29]. In addition, all three kinds of stabilities including Lyapunov stability, asymptotical stability, and exponential stability are proved for such model in [29]. Moreover, the neural network based on generalized FB function can be regulated appropriately by perturbing its parameter \( p \). Previous study [6] has demonstrated its efficiency for solving the nonlinear complementarity problems, which also motivates us to further explore its numerical performance for solving the SOCIP. In view of the above discussions and the existing literature, we wish to keep tracking the performance of neural networks based on “smoothed” FB function, which is the main motivation of this paper. In particular, we consider a more general function, which is called the generalized FB function. In other words, we propose a neural network model based on the “smoothed” generalized FB function including FB function as a special case. With this function, we perturb the parameter \( p \) associated with the generalized FB function to see how it affects the numerical performance. In addition, all the aforementioned three types of stabilities are guaranteed in our proposed neural network. Numerical comparison between model based on smoothed NR function and model based on smoothed generalized FB function are provided.

The organization of this paper is as follows. In Section 2, we introduce concepts about the stability, and recall some background materials. In Section 3, based on the smoothed generalized FB function, the neural network architecture is proposed for solving the problem (1). In Section 4, we study the convergence and stability results of the proposed neural network. Simulation results of the new method are reported in Section 5. Section 6 gives the conclusion of this paper.

2. Preliminaries

For a given mapping \( H : \mathbb{R}^n \rightarrow \mathbb{R}^n \), the first order differential equation (ODE) means

\[
\frac{du}{dt} = H(u(t)), \quad u(t_0) = u_0 \in \mathbb{R}^n.
\]

In general, the most concerned issues regarding ODE (3) are the existence and uniqueness of the solution. Besides, the convergence of solution trajectory is also concerned. To this end, concepts regarding equilibrium point and stabilities are needed. As below, we recall background materials about ODE (3) as well as stability concepts about the solution to ODE (3). All these materials can be found in usual ODE’s textbook, e.g., [30].

Lemma 2.1 (The existence and uniqueness). Assume that \( H : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a continuous mapping. Then, for arbitrary \( t \geq 0 \) and \( u_0 \in \mathbb{R}^n \), there exists a local solution \( u(t), t \in [t_0, \tau) \) to (3) for some \( \tau > t_0 \). Furthermore, if \( H \) is locally Lipschitz continuous at \( u_0 \), then the solution is unique; and if \( H \) is Lipschitz continuous in \( \mathbb{R}^n \), then \( \tau \) can be extended to \( \infty \).

Proof. See [25, Theorem 2.5]. □

Remark 2.1. For Eq. (3), if a local solution defined on \([t_0, \tau)\) cannot be extended to a local solution on a larger interval \([t, \tau_1)\), where \( \tau_1 > \tau \), then it is called a maximal solution, and this interval \([t_0, \tau)\) is the maximal interval of existence. It is obvious that an arbitrary local solution has an extension to a maximal one.

Lemma 2.2. Let \( H : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a continuous mapping. If \( u(t) \) is a maximal solution, and \([t_0, \tau)\) is the maximal interval of existence associated with \( u_0 \) and \( \tau < +\infty \), then \( \lim_{t \downarrow t_0} \|u(t)\| = +\infty \).

Proof. See [25, Theorem 2.6]. □

For ODE (3), a point \( u^* \in \mathbb{R}^n \) is called an equilibrium point of (3) if \( H(u^*) = 0 \). If there is a neighborhood \( \Omega \subseteq \mathbb{R}^n \) of \( u^* \) such that \( H(u) = 0 \) and \( H(u) \neq 0 \) for any \( u \in \Omega \setminus \{u^*\} \), then \( u^* \) is called an isolated equilibrium point. The following are definitions of various stabilities. More related materials can be found in [25,30,33].

Definition 2.1. Let \( u(t) \) be a solution of ODE (3).

\( a) \) An isolated equilibrium point \( u^* \) is Lyapunov stable (or stability in the sense of Lyapunov) if for any \( u_0 = u(t_0) \) and \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that
\( \|u_0 - u^*\| < \delta \Rightarrow \|u(t) - u^*\| < \epsilon \) for \( t \geq t_0 \).

\( b) \) Under the condition that an isolated equilibrium point \( u^* \) is Lyapunov stable, \( u^* \) is said to be asymptotic stable if it has the property that if \( \|u_0 - u^*\| < \delta \), then \( u(t) \rightarrow u^* \) as \( t \rightarrow +\infty \).

\( c) \) An isolated equilibrium point \( u^* \) is exponentially stable for (3) if there exist \( \omega < 0, \kappa > 0, \delta > 0 \) such that arbitrary solution \( u(t) \) of ODE (3) with the initial condition \( u(t_0) = u_0 \), \( \|u_0 - u^*\| < \delta \) is defined on \([0, \infty)\) and satisfies
\( \|u(t) - u^*\| \leq K e^{\omega t} \|u(t_0) - u^*\|, \quad t \geq t_0 \).

Definition 2.2 (Lyapunov function). Let \( \Omega \subseteq \mathbb{R}^n \) be an open neighborhood of \( \pi \). A continuously differentiable function \( g : \mathbb{R}^n \rightarrow \mathbb{R} \) is said to be a Lyapunov function (or energy function) at the state \( \pi \) (over
the set $\Omega$ for Eq. (3) if
\[ g(\Pi) = 0, \quad g(u) > 0 \quad \forall u \in \Omega \setminus \{u^*\}, \]
\[ \frac{dg(u(t))}{dt} < 0 \quad \forall u \in \Omega. \]

From the above definition, it is obvious that exponentially stable is asymptotically stable. The next results show the relationship between stabilities and a Lyapunov function, see [5,10,40].

**Lemma 2.3.**

(a) An isolated equilibrium point $u^*$ is Lyapunov stable if there exists a Lyapunov function over some neighborhood $\Omega$ of $u^*$.

(b) An isolated equilibrium point $u^*$ is asymptotically stable if there exists a Lyapunov function over some neighborhood $\Omega$ of $u^*$ satisfying
\[ \frac{dg(u)}{dt} < 0, \quad \forall u \in \Omega \setminus \{u^*\}. \]

To close this section, we briefly review some properties of the spectral factorization with respect to second-order cone, which will be used in the subsequent analysis. Spectral factorization is one of the basic concepts in Jordan algebra. For more details, see [7,13,31]. For any vector $z = (z_1, z_2) \in \mathbb{R} \times \mathbb{R}^{n-1}$ ($l \geq 2$), its spectral factorization with respect to second-order cone $K$ is defined as
\[ z = \lambda_1(z)e_1(z) + \lambda_2(z)e_2(z), \]
where $\lambda_i(z) = z_i + (1-1)^{1/2}z_2 \parallel (i = 1, 2)$ are called the spectral values of $z$, and
\[ e_i(z) = \begin{cases} \frac{1}{2} \left(1, (-1)^{1/2}z_2\right), & z_2 \neq 0 \\ \frac{1}{2} \left(1, (-1)^{1/2}w\right), & z_2 = 0 \end{cases} \]
with $w \in \mathbb{R}^{n-1}$ being an arbitrary element such that $\|w\| = 1$. Here $e_1(z)$ and $e_2(z)$ are called the spectral vectors of $z$. It is well known that for any $z \in \mathbb{R}^n$, we have $\lambda_1(z) \leq \lambda_2(z)$ and $\lambda_2(z) \geq 0 \Rightarrow z \in K$.

Note that any closed convex cone can always yield a partial order. Suppose that the partial order “$\preceq_H$” is induced by $K$, i.e., $z_H \preceq z \Leftrightarrow z \in K$. The following technical lemma is helpful towards the subsequent analysis.

**Lemma 2.4** (Pan et al. [32, Lemma 2.2]). For any $0 \leq r \leq 1$ and $z_H \preceq_H w \preceq_H 0$, we have $z \preceq w \preceq r \cdot w$.

For any $x = (x_1, x_2) \in \mathbb{R} \times \mathbb{R}^{n-1}$ and $y = (y_1, y_2) \in \mathbb{R} \times \mathbb{R}^{n-1}$, Jordan product of $x \cdot y$ is defined as
\[ x \cdot y = \begin{bmatrix} x_1y_2 + x_2y_1 \end{bmatrix} \]
According to Jordan product and spectral factorization with respect to second-order cone $K$, we often employ the following vector-valued functions (also called SOC functions) associated with $|t|^p$ ($t \in \mathbb{R}$) and $\sqrt[p]{t}$ ($t \geq 0$), respectively, which are expressed as
\[ |x|^p = |\lambda_1(x)|^p e_1(x) + |\lambda_2(x)|^p e_2(x) \quad \forall x \in \mathbb{R}^n, \]
\[ \sqrt[p]{x} = \sqrt[p]{|\lambda_1(x)|^p e_1(x) + |\lambda_2(x)|^p e_2(x)} \quad \forall x \in K. \]

In light of the expressions of $|x|^p$ and $\sqrt[p]{x}$ as above, for any $p > 1$, the generalized FB merit function $\phi_p : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$ associated with second-order cone is defined in [32]:
\[ \phi_p(x,y) = \sqrt[p]{|x|^p + |y|^p} - (x+y), \]
In particular, in [32] the authors have shown that $\phi_p(x,y)$ is an SOC-complementarity function, i.e.,
\[ \phi_p(x,y) = 0 \Leftrightarrow x \in K, \quad y \in K, \quad \text{and} \quad (x,y) = 0. \]

This also yields that the function $\Phi_p : \mathbb{R}^n \to \mathbb{R}^n$ given by
\[ \Phi_p(x) = \frac{1}{2} \|\phi_p(x,F(x))\|^2 \]
is a merit function for second-order cone complementarity problems. Moreover, the following conclusions are obtained in [32].

**Lemma 2.5.** For any $p > 1$, let $w = w(x,y) = |x|^p + |y|^p$, $t = t(x,y) = \sqrt[p]{w}$ and denote $g^\text{soc}(x) = |x|^p$. Then, $t(x,y)$ is continuously differentiable at $(x,y)$ with $w \in \text{int}(K)$, and
\[ \nabla_x t(x,y) = g^\text{soc}(x) \nabla g^\text{soc}(x)^{-1} \]
and
\[ \nabla_y t(x,y) = g^\text{soc}(y) \nabla g^\text{soc}(y)^{-1} \]
where
\[ g^\text{soc}(x) = \begin{cases} \frac{p}{2} \|\text{sign}(x_1)|x_1|^{p-1}I, & x_2 = 0 \\ \frac{b(x)}{c(x)}, & x_2 \neq 0 \end{cases} \]
with $x_2 = x_2 / c(x)$ and
\[ a(x) = \frac{|\lambda_2(x)|^p - |\lambda_1(x)|^p}{\lambda_2(x) - \lambda_1(x)}, \quad b(x) = \frac{p}{2} \left[|\text{sign}(\lambda_2(x))|\lambda_2(x)|^{p-1} + |\text{sign}(\lambda_1(x))|\lambda_1(x)|^{p-1}\right], \quad c(x) = \frac{p}{2} \left[|\text{sign}(\lambda_2(x))|\lambda_2(x)|^{p-1} - |\text{sign}(\lambda_1(x))|\lambda_1(x)|^{p-1}\right]. \]

**Proof.** See [32, Lemma 3.2].

**Lemma 2.6.** Let $\Phi_p$ be defined as $\Phi_p(x,y) = \frac{1}{2} \|\phi_p(x,y)\|^2$ and denote $w(x,y) = |x|^p + |y|^p$, $g^\text{soc}(x) = |x|^p$. Then, the function $\Phi_p$ for $p \in (1,4)$ is differentiable everywhere. Moreover, for any $x,y \in \mathbb{R}^n$,

(a) if $w(x,y) = 0$, then $\nabla \Phi_p(x,y) = \nabla \Phi_p(x,y) = 0$;

(b) if $w(x,y) \in \text{int}(K)$, then
\[ \nabla_x \Phi_p(x,y) = \left(\nabla g^\text{soc}(x) \nabla g^\text{soc}(x)^{-1} - I\right) \phi_p(x,y) = \left(\nabla g^\text{soc}(x) \nabla g^\text{soc}(x)^{-1} - I\right) \phi_p(x,y) = \left(\nabla g^\text{soc}(y) \nabla g^\text{soc}(y)^{-1} - I\right) \phi_p(x,y). \]

(c) if $w(x,y) \in \partial K \setminus \{0\}$, where $\partial K$ means the boundary of $K$, then
\[ \nabla_x \Phi_p(x,y) = \left(\frac{\text{sign}(x_1)}{|x_1|^{p-1}} \frac{1}{\sqrt{|x_1|^p + |y_1|^p}} - 1\right) \phi_p(x,y), \]

**Proof.** See [32, Proposition 3.1].

3. Generalized FB neural network model

In this section, we will explain how we form the dynamic system. As is mentioned earlier, the key points for neural network method lie in constructing the dynamic system and Lyapunov function. To this end, we first look into the KKT conditions of the
problem (1) which are presented as below:
\[
\begin{align*}
\forall f(x) - A^T y + g(x)z &= 0, \\
(z \in \mathbb{K}, -g(x) \in \mathbb{K}, z^T g(x) &= 0, \\
Ax - b &= 0, \\
\end{align*}
\]
where \( y \in \mathbb{R}^m \), \( g(x) \) denotes the gradient matrix of \( g \). According to the KKT condition, it is well known that if the problem (1) satisfies Slater's condition, which means there exists a strictly feasible point for the problem (1), i.e., there exists an \( x \in \mathbb{R}^n \) such that \( -g(x) \in \text{int}(\mathbb{K}) \) and \( Ax=b \). Then, for the nonlinear convex programs (1), \( x^* \) is a solution of the problem (1) if and only if there exist \( y^* \) and \( z^* \) satisfying \( (x^*,y^*,z^*) \) satisfying the KKT conditions (4), see [2]. Hence, we assume that the problem (1) satisfies Slater's condition in this paper.

**Lemma 3.1.** For \( z = (z_1, z_2) \in \mathbb{R} \times \mathbb{R}_{\geq 0} \) and \( x = (x_1, x_2) \in \mathbb{R} \times \mathbb{R}^n \), we have \( \lambda(z_2) \geq \lambda(x) \) for \( i = 1, 2 \).

**Proof.** Since \( \exists y \neq x \), we may express \( z = x + y \) where \( x = (x_1, x_2) \in \mathbb{R} \times \mathbb{R}^n \), \( y = (y_1, y_2) \in \mathbb{R} \times \mathbb{R}^n \) and \( y = z - x \geq 0 \). This implies \( y_1 \geq x_1 \) and

\[
\lambda_1(y) = (x_1 + y_1 + ||x_2 + y_2||) \geq (x_1 + y_1 + ||x_2 + y_2||)
\]

Thus, we have

\[
\lambda_2(z) = (x_1 + y_1 + ||x_2 + y_2||) \geq \lambda(x_1 + y_1 + ||x_2 + y_2||)
\]

which is the desired result. \( \square \)

**Lemma 3.2.** Let \( w = w(x,y) = ||x||^p + ||y||^p \), \( t = t(x,y) = \sqrt{w} \) and \( g^{soc}(x) = ||x||^p \). Then, the following three matrices

\[
\begin{align*}
\nabla g^{soc}(t) - \nabla g^{soc}(x), &\ \nabla g^{soc}(t) - \nabla g^{soc}(y), \\
(\nabla g^{soc}(t) - \nabla g^{soc}(x)), &\ (\nabla g^{soc}(t) - \nabla g^{soc}(y))
\end{align*}
\]

are all positive semi-definite for \( p = \frac{1}{2} \) with \( n \in \mathbb{N} \).

**Proof.** From the expression of \( \nabla g^{soc}(x) \) in Lemma 2.5 and the proof of [32, Lemma 3.2], we know that the eigenvalues of \( \nabla g^{soc}(x) \) for \( x \neq 0 \) are

\[
b(x) - \alpha(x), \ldots, \alpha(x), \quad \text{and} \quad b(x) + \alpha(x).
\]

Let \( w = (w_1, w_2) \in \mathbb{R} \times \mathbb{R}^n \). Then applying [32, Lemma 3.1] gives

\[
\begin{align*}
w_1 &= \frac{||x_1||^p + ||x_1||^p + ||x_1||^p}{2} \\
&= \frac{||x_1||^p - ||x_1||^p + ||x_1||^p}{2} + \frac{||x_1||^p + ||x_1||^p}{2},
\end{align*}
\]

where \( \lambda(x_1) \geq \lambda(x_2) \) if \( x_2 \neq 0 \), and otherwise \( \lambda(x_2) \) is an arbitrary vector in \( \mathbb{R}_{\geq 0} \) satisfying \( ||x_2|| = 1 \). Similar situation applies for \( \lambda(x_2) \). Thus, we will proceed the proof by discussing two cases: \( w_2 = 0 \) or \( w_2 \neq 0 \).

Case 1: For \( w_2 = 0 \), we have \( \nabla g^{soc}(x) = p \sqrt{w_1} I \) where

\[
\begin{align*}
w_1 &= \frac{||x_1||^p + ||x_1||^p + ||x_1||^p}{2} \\
&= \frac{||x_1||^p + ||x_1||^p + ||x_1||^p}{2} + \frac{||x_1||^p + ||x_1||^p}{2}.
\end{align*}
\]

Under the condition of \( w_2 = 0 \), there are the following two subcases.

(i) If \( x_2 = 0 \), then \( w_1 = ||x_1||^p + ||x_1||^p + ||x_1||^p \), which implies that \( p \sqrt{w_1} = \text{psign}(x_1) ||x_1||^p \). Hence, we see that the matrix \( \nabla g^{soc}(t) \)

is positive semi-definite. Indeed, if \( x \neq 0 \), \( \nabla g^{soc}(t) - \nabla g^{soc}(x) \) is positive definite.

(ii) If \( x_2 
eq 0 \), it follows from \( w_2 = 0 \) that

\[
\begin{align*}
\frac{|\lambda_2(x)|^p - |\lambda_1(x)|^p}{2} &= \frac{|\lambda_2(y)|^p - |\lambda_1(y)|^p}{2}.
\end{align*}
\]

We want to prove that the matrix \( \nabla g^{soc}(t) - \nabla g^{soc}(x) \) is positive semi-definite. It is sufficient to show that \( p \sqrt{w_1} \max \{b(x) - \alpha(x), a(x), b(x) + \alpha(x)\} \). It is obvious that \( p \sqrt{w_1} \max \{b(x) - \alpha(x), a(x), b(x) + \alpha(x)\} \).

Next, we verify that \( p \sqrt{w_1} \max \{b(x) - \alpha(x), a(x), b(x) + \alpha(x)\} \). For \( |\lambda_1(x)| \geq |\lambda_2(x)| \), it is clear that \( p \sqrt{w_1} \max \{b(x) - \alpha(x), a(x), b(x) + \alpha(x)\} \). For \( |\lambda_1(x)| < |\lambda_2(x)| \), it follows from \( \lambda_2(x) \neq \lambda_1(x) \) that \( x_1 > 0 \), which yields

\[
\begin{align*}
\frac{|\lambda_2(x)|^p - |\lambda_1(x)|^p}{2} &= \frac{|\lambda_2(x)|^p - |\lambda_1(x)|^p}{2} \leq \frac{|\lambda_2(x)|^p - |\lambda_1(x)|^p}{2} \leq |\lambda_2(x)|^p - |\lambda_1(x)|^p.
\end{align*}
\]

Let \( p = \frac{n}{m} \) and \( \alpha(x) = a^m - b^m \). For \( |\lambda_1(x)| \geq |\lambda_2(x)| \), it is clear that \( p \sqrt{w_1} \max \{b(x) - \alpha(x), a(x), b(x) + \alpha(x)\} \).

Now, letting \( f(v) = \frac{a^mv}{a^m - b^m} \) with \( v \in [0,1] \), we obtain

\[
f'(v) = -nv^{-1}(a^m - b^m) v^{-2} \leq 0.
\]

In addition, it follows from \( f'(v) = 0 \) that

\[
\frac{a^m - b^m}{a^m - b^m} = \frac{n}{m}.
\]

Since \( f(0) = \frac{a^m}{a^m - b^m} \) with \( v = 0 \) and \( f(1) = \frac{a^m}{a^m - b^m} \) with \( v = a \), it is easy to verify that \( f(b) \leq \frac{a^m}{a^m - b^m} \) for \( 0 < b < a \), i.e.,

\[
\frac{|\lambda_2(x)|^p - |\lambda_1(x)|^p}{2} \leq \frac{|\lambda_2(x)|^p - |\lambda_1(x)|^p}{2} \leq 0.
\]

Hence, we have

\[
\begin{align*}
p \sqrt{w_1} \max \{b(x) - \alpha(x), a(x), b(x) + \alpha(x)\} \geq p \sqrt{w_1} \max \{b(x) - \alpha(x), a(x), b(x) + \alpha(x)\} \geq 0.
\end{align*}
\]

To sum up, under this case \( x_2 \neq 0 \), we prove that the matrix \( \nabla g^{soc}(t) - \nabla g^{soc}(x) \) is positive semi-definite.
When $x_2 = 0$, we note that
\[
b(t) - c(t) - (b(x) - c(x)) = p \left[ \sqrt{\lambda_1(w)} \right]^{p-1} - \text{sign}(\lambda_1(x_1)) \lambda_2(x_1)^{p-1} = 0,
\]
where $\lambda_1(w) = Z_2 - Z_1$, and otherwise $\lambda_1(w) = 0$. Thus implies that the matrix $V_{g}^{\text{soc}}(t) - V_{g}^{\text{soc}}(x)$ is positive semi-definite.

When $x_2 \neq 0$, we also note that
\[
b(t) - c(t) - (b(x) - c(x)) = p \left[ \sqrt{\lambda_1(w)} \right]^{p-1} - \text{sign}(\lambda_1(x_1)) \lambda_2(x_1)^{p-1}.
\]
which together with (8) implies that $a(t) - a(x) \geq 0$.

In addition, we also verify that
\[
b(t) + c(t) - (b(x) + c(x)) = p(\lambda_2(x)^{p-1} - \text{sign}(\lambda_2(x)) \lambda_2(x)^{p-1}) \geq 0.
\]
Therefore, for any $x \in \mathbb{R}^n$, we have
\[
x^T (V_{g}^{\text{soc}}(t) - V_{g}^{\text{soc}}(x))x = x^T V_{g}^{\text{soc}}(t)x - x^T V_{g}^{\text{soc}}(x)x
\]
\[
\geq \frac{1}{2} \left[ (b(t) - c(t) + (n - 2)a(t) + b(t) + c(t))x^T x - [b(x) - c(x) + (n - 2)a(x) + b(x) + c(x)]x^T x \right] \geq 0,
\]
which shows that the matrix $V_{g}^{\text{soc}}(t) - V_{g}^{\text{soc}}(x)$ is positive semi-definite.

With the same arguments, we can verify that the matrix $V_{g}^{\text{soc}}(t) - V_{g}^{\text{soc}}(y)$ is also positive semi-definite.

Finally, using the properties of eigenvalues of symmetric matrix product, i.e.,
\[
\lambda_i(AB) \geq \lambda_i(A) \lambda_{\min}(B), \quad i = 1, \ldots, n, \quad \forall A, B \in \mathbb{S}^{n \times n},
\]
where $\mathbb{S}^{n \times n}$ denotes order symmetric matrix, we easily obtain that the matrix $(V_{g}^{\text{soc}}(t) - V_{g}^{\text{soc}}(x))(V_{g}^{\text{soc}}(t) - V_{g}^{\text{soc}}(y))$ is also positive semi-definite.

Remark 3.1. From the above proof of Lemma 3.2, when $x \neq 0$ and $y \neq 0$, we have that the matrices $V_{g}^{\text{soc}}(t) - V_{g}^{\text{soc}}(x)$, $V_{g}^{\text{soc}}(t) - V_{g}^{\text{soc}}(y)$ and $(V_{g}^{\text{soc}}(t) - V_{g}^{\text{soc}}(x))(V_{g}^{\text{soc}}(t) - V_{g}^{\text{soc}}(y))$ are all positive definite.

Now, we look into the KKT conditions (4) of the problem (1). Let
\[
L(x, y, z) = V_f(x) - A^T y + V_g(x) z,
\]
\[
H(u) = \begin{bmatrix} A x - b \\ L(x, y, z) \\ \phi_p(z, -g(x)) \end{bmatrix}
\]
and
\[
\Psi_p(u) = \frac{1}{2} \|H(u)\|^2 = \frac{1}{2} \|\phi_p(z, -g(x))\|^2 + \frac{1}{2} \|L(x, y, z)\|^2 + \frac{1}{2} \|A x - b\|^2,
\]
where $u = (x^T, y^T, z^T)^T \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^l$. From Lemma 2.5 in [32], we know that
\[
\phi_p(z, -g(x)) = 0 \iff z \in K, \quad -g(x) \in K, \quad -z^T g(x) = 0.
\]
Hence, the KKT conditions (4) are equivalent to $H(u) = 0$, i.e., $\Psi_p(u) = 0$. Then, it follows that the KKT conditions (4) are equivalent to the following unconstrained minimization problem with zero optimal value via the merit function approach:
\[
\min \Psi_p(u) = \frac{1}{2} \|H(u)\|^2.
\]
However, the function $\phi_p$ is not $K$-convex and the merit function $\Psi_p$ is neither convex function for $p = 2$, which is showed in Example 3.5 of [3].

Theorem 3.1. Let $\Psi_p$ be defined as in (10).

(a) The matrix $V_{g}^{\text{soc}}(x)$ is positive definite for all $0 \neq x \in K$. 

The function $\mathcal{V}_p$ for $p \in (1, 4)$ is continuously differentiable everywhere. Moreover, $\nabla \mathcal{V}_p(u) = \nabla \mathcal{V}(u) H(u)$ where

$$\nabla H(u) = \begin{bmatrix} A^T & V_1(L(x, y, z) - V_2) \\ 0 & -A \\ 0 & \nabla g(x)^T \end{bmatrix}$$  \hspace{1cm} (11)

with

$$V_1 = \begin{bmatrix} 0, & \nabla g(x)^T; \\
\nabla g(x)^T \end{bmatrix} w(z, -g(x)) ∈ \mathbb{C}_0 \setminus \{0\}$$

and

$$V_2 = \begin{bmatrix} 0, & \nabla g(x)^T; \\
\nabla g(x)^T \end{bmatrix} w(z, -g(x)) ∈ \mathbb{C}_0 \setminus \{0\}$$

with $t = \sqrt{β} w(z, -g(x))$.

**Proof.** (a) For all $0 ∈ K$, it is obvious that the matrix $\nabla g(x) ∈ \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^l$. Moreover, $\nabla g(x)$ is positive definite if $x ≠ 0$. From the expression of $\nabla g(x)$ in Lemma 2.5 and $x ∈ K$, we have $b(x) > 0$. In order to prove that the matrix $\nabla g(x)$ is positive definite, it suffices to show that the Schur complement of $b(x)$ in the matrix $\nabla g(x)$ is positive definite. In fact, from the expression of $\nabla g(x)$, the Schur complement has the form

$$(a(x) + (b(x)) - a(x)\nabla g(x)^T \begin{bmatrix} x_1^2 & x_1 x_2^T \\
x_1 x_2^T & x_2^2 \end{bmatrix} = a(x)(I - \begin{bmatrix} x_1 \\
x_2 \end{bmatrix}^2 + b(x) \begin{bmatrix} 1 \nabla g(x) \end{bmatrix} \begin{bmatrix} x_1 \\
x_2 \end{bmatrix}^2.$$}

Since $x ∈ K$, we have $\lambda_2(\nabla g(x)) ≥ \lambda_2(x) ≥ 0$, which implies that $a(x) > 0$ and $\nabla g(x) > 0$. Note that the matrices $I - \begin{bmatrix} x_1 \\
x_2 \end{bmatrix}^2$ and $\begin{bmatrix} x_1 \\
x_2 \end{bmatrix}^2$ are positive semi-definite. Thus, the Schur complement is positive definite. Further, we get that $\nabla g(x)$ is positive definite for all $0 ∈ K$.

(b) From the proof of Proposition 3.1 and Lemma 3.2 of [32], we know that the function $\mathcal{V}_p$ for $p ∈ (1, 4)$ is continuously differentiable everywhere. Hence, in view of the chain rule, the expression of $\nabla \mathcal{V}_p(u)$ is obtained.

In light of the main ideas for constructing artificial neural networks (see [8] for details), we will establish a specific first-order ordinary differential equation, i.e., an artificial neural network. Moreover, specifically, based on the gradient of the merit function $\mathcal{V}_p$ in minimization problem (10), we propose the neural network for solving the KKT system (4) of nonlinear SOC (1) with the following differential equation:

$$\frac{du(t)}{dt} = -\rho \nabla \mathcal{V}_p(u(t)), \hspace{0.5cm} u_0 = u_0.$$

where $\rho > 0$ is a time scaling factor. In fact, if $τ = ρ t$, then $\frac{du(t)}{dt} = ρ \frac{du(τ)}{dτ}$. Hence, it follows from (12) that $\frac{du(τ)}{dτ} = -\nabla \mathcal{V}_p(u)$. For simplicity and convenience, we set $\rho = 1$ in this paper.

### 4. Stability analysis

In this section, we are interested in the stability analysis about the proposed neural network (12). By these theoretical analyses, the desired optimal solution of SOC (1) can always be obtained by setting the initial state of the network of an arbitrary value. In order to study the stability issues on the proposed neural network (12) for solving SOC (1), we first make an assumption which will be needed in our subsequent analysis, in order to avoid the singularity of $\nabla H(u)$.

**Assumption 4.1.**

(a) The SOCP problem (1) satisfies Slater’s condition.

(b) The matrix $A^T \nabla g(x)$ is full column rank, and the matrix $V_1(L(x, y, z)$ is positive definite on the null space $\{t : At = 0\}$ of $A$.

Here we say a few words about Assumption 4.1(a) and (b). Slater’s condition is a standard condition which is widely used in optimization field. When $g$ is linear, Assumption 4.1(b) is indeed equivalent to the well-used condition $\nabla \mathcal{V}(f(x))$ is positive definite.

**Lemma 4.1.** Let $p = \frac{α}{2} ∈ (1, 4)$ with $n ∈ N$. Then, the following hold.

(a) Under the condition of Assumption 4.1, $\nabla H(u)$ is nonsingular for $u = (x, y, z) ∈ \mathbb{R}^n × \mathbb{R}^m × \mathbb{R}^l$ with $(z, -g(x)) ≠ 0$.

(b) Every stationary point of $\mathcal{V}_p$, is a global minimizer of problem (10) for $(z, -g(x)) ≠ 0$.

(c) $\mathcal{V}_p(u(t))$ is monotonically decreasing with respect to $t$.

**Proof.** (a) Suppose $ξ = (s, t, v) ∈ \mathbb{R}^n × \mathbb{R}^m × \mathbb{R}^l$. From the expression (11) of $\nabla H(u)$ in Theorem 3.1, to show the nonsingularity of $\nabla H(u)$, it is enough to prove that

$$\nabla H(u)ξ = 0 \Rightarrow s = 0, t = 0 \text{ and } v = 0.$$

Indeed, by $\nabla H(u)ξ = 0$, we have

$$\begin{align*}
&\nabla H(u)ξ = 0 \\
&\nabla H(u)ξ = 0.
\end{align*}$$

From (13), it follows that

$$\begin{align*}
&t^\top V_1(L(x, y, z) = t^\top \nabla g(x) V_1 = 0.
\end{align*}$$

Moreover, by Eq. (14), we obtain

$$\begin{align*}
&\nabla g(x)v = -v^\top V_2.
\end{align*}$$

Then, combining (15) and (16), this yields that

$$\begin{align*}
&t^\top V_1(L(x, y, z) + v^\top V_2 = 0.
\end{align*}$$

By Lemma 3.2 and Assumption 4.1(b), it is not hard to see that $t = 0$. In addition, from (13) and (14), we have

$$\begin{align*}
&A^T s - \nabla g(x) V_1 = 0 \text{ and } V_2 = 0.
\end{align*}$$

By Assumption 4.1(b) again, we also get that $s = 0$ and $V_1 = 0$.

Thus, combining Lemma 3.2 with the expression $V_1$ and $V_2$ in Theorem 3.1, we have $v = 0$. Therefore, $\nabla H(u)$ is nonsingular.

(b) Suppose that $u^*$ is a stationary point of $\mathcal{V}_p$. This says $\nabla \mathcal{V}_p(u^*) = 0$, and from Theorem 3.1, we have $\nabla H(u^*)H(u^*) = 0$. According to part(a), $\nabla H(u)$ is nonsingular. Hence, it follows that $H(u^*) = 0$, i.e., $\mathcal{V}_p(u^*) = 0$, which says $u^*$ is a global minimizer of (10).

(c) By the definition of $\mathcal{V}_p(u(t))$ and (12), it is clear that

$$\begin{align*}
d\mathcal{V}_p(u(t)) = -\nabla \mathcal{V}_p(u(t)) d\mathcal{V}_p(u(t)) = -\rho \|\nabla \mathcal{V}_p(u(t))\|_2^2 \leq 0.
\end{align*}$$

Therefore, $\mathcal{V}_p(u(t))$ is monotonically decreasing with respect to $t$.

**Proposition 4.1.** Assume that $\nabla H(u)$ is nonsingular for any $u ∈ \mathbb{R}^n × \mathbb{R}^m × \mathbb{R}^l$ and $p = \frac{α}{2} ∈ (1, 4)$ with $n ∈ N$. Then,

(a) $(x^*, y^*, z^*)$ satisfies the KKT conditions (4) if and only if $(x^*, y^*, z^*)$ is an equilibrium point of the neural network (12);
Assume that the desired result follows.

Therefore, the function $\Psi$ is an isolated equilibrium point of (12). Thus, if the level set $A(t) = \{u \mid \Psi_p(u) \leq \Psi_p(u_0)\}$ is bounded, then $\tau$ can be extended to $+\infty$.

Proof. This proof is exactly the same as the proof of [33, Proposition 3.4]. Hence, we omit it here.

Theorem 4.2. Assume that $\nabla H(u)$ is nonsingular and $u^*$ is an isolated equilibrium point of the neural network (12). Then, the solution of the neural network (12) with any initial point $u_0$ is Lyapunov stable.

Proof. From Lemma 2.3, we only need to argue that there exists a Lyapunov function over some neighborhood $\Omega$ of $u^*$. To this end, we consider the smooth merit function for $p = \frac{3}{2} \in (1, 4)$ with $n \in \mathbb{N}$.

Since $u^*$ is an isolated equilibrium point of (12), there is a neighborhood $\Omega$ of $u^*$ such that $\Psi_p(u^*) = 0$ and $\partial \Psi_p(u^*) \neq 0$, $\forall u(t) \in \Omega \setminus \{u^*\}$.

By the nonsingularity of $\nabla H(u)$ and the definition of $\Psi_p$, it is easy to obtain that $\Psi_p(u^*) = 0$. From the definition of $\Psi_p$, we claim that $\Psi_p(u(t)) > 0$ for any $u(t) \in \Omega \setminus \{u^*\}$, where $\Omega$ is a neighborhood of $u^*$. If not, that is, $\Psi_p(u(t)) = 0$, it follows that $H(u(t)) = 0$. Then, we have $\nabla \Psi_p(u(t)) = 0$, which contradicts with the assumption that $u^*$ is an isolated equilibrium point of (12). Thus, $\Psi_p(u(t)) > 0$ for any $u(t) \in \Omega \setminus \{u^*\}$. Moreover, by the proof of Lemma 4.1, we know that $\partial \Psi_p(u(t)) \neq 0$ for any $u(t) \in \Omega \setminus \{u^*\}$.

Therefore, the function $\Psi_p$ is a Lyapunov function over $\Omega$. This implies that $u^*$ is Lyapunov stable for the neural network (12).

Theorem 4.3. Assume that the solution of the neural network (12) is not hard to check that Eq. (18) is true. Hence, $u^*$ is asymptotically stable.

Theorem 4.4. Assume that $u^*$ is an isolated equilibrium point of the neural network (12). If $\nabla H(u)$ is nonsingular for any $u = (x, y, z) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^l$, then $u^*$ is exponentially stable for the neural network (12).

Proof. From the definition of $H(u)$ and Lemma 2.6, we have

$$H(u) = H(u^*) + \nabla H(u)^T(u - u^*) + o(\|u - u^*\|), \quad \forall u \in \Omega \setminus \{u^*\},$$

where $\nabla H(u)^T \in \partial H(u)$ and $\Omega$ is the neighborhood of $u^*$. Now, letting

$$g(u(t)) = \|u(t) - u^*\|^2, \quad t \in [t_0, \infty),$$

we have

$$\frac{dg(u(t))}{dt} = 2\langle u(t) - u^* \rangle \frac{du(t)}{dt} = -2\rho \langle u(t) - u^* \rangle \nabla \Psi_p(u(t)) + \rho \langle u(t) - u^* \rangle^2.$$

Since $\nabla H(u)$ and $\nabla H(u)^T$ are nonsingular, we claim that there exists an $n > 0$ such that

$$\langle u(t) - u^* \rangle^2 \nabla H(u) \nabla H(u)^T(u(t) - u^*) \geq n \|u(t) - u^*\|^2.$$ (21)

Otherwise, if $\langle u(t) - u^* \rangle^2 \nabla H(u) \nabla H(u)^T(u(t) - u^*) = 0$, it implies that

$$H(u(t))^T(u(t) - u^*) = 0.$$ (22)

Indeed, from the nonsingularity of $H(u)$, we have $u(t) - u^* = 0$, i.e., $u(t) = u^*$, which contradicts with the assumption that $u^*$ is an isolated equilibrium point. Therefore, there exists an $n > 0$ such that (21) holds. Moreover, for $\rho \|u(t) - u^*\|^2$, there is $n > 0$ such that $\rho \|u(t) - u^*\|^2 \leq e^{\rho x + e}g(u(t)).$ Hence, $g(u(t)) \leq e^{\rho x + e}g(u(t))$, which means $\|u(t) - u^*\| \leq e^{\rho x + e} \|u(t_0) - u^*\|$. Thus, $u^*$ is exponentially stable for the neural network (12).
converge with any initial point, we set initial \( \mu = 1 \) in the codes (and of course \( \mu \to 0 \), as seen in the trajectory behavior).

To implement the proposed neural network (12), the calculation of \( \nabla^2 f_p(u) \) is required. As below, we describe the step-by-step scheme for computing \( \nabla^2 f_p(u) \).

Step 1. With \( u = (x, y, z)^T \), we first calculate \( g(x) \), \( \nabla g(x) \), \( \nabla f(x) \), \( L(x, y, z) \), and \( V_x L(x, y, z) \), respectively.

Step 2. Compute \( \nabla^2 f_p(z) \) and its gradient.

Step 3. Compute \( H(u) \) and \( \nabla H(u) \) given as in (9) and (11), respectively.

Step 4. Next, \( \nabla^2 f_p(u) \) can be obtained by \( \nabla H(u) H(u) \). Then, the ordinary differential equation solver Matlab ode23, which uses Runge–Kutta formula, is adopted for the numerical simulations.

**Example 5.1.** Consider the following nonlinear convex programming problem:

\[
\min \quad e^{x_1 - 3} + x_1^2 + x_2^2 + (x_3 - 1)^2 + x_4^2 + (x_5 + 1)^2
\]

s.t. \( x \in \mathbb{R}^5 \)

Here we denote

\[
f(x) = e^{x_1 - 3} + x_1^2 + x_2^2 + (x_3 - 1)^2 + x_4^2 + (x_5 + 1)^2
\]

and \( g(x) = -x \). Hence, we compute that

\[
L(x, z) = \nabla f(x) + \nabla g(x)z
\]

\[
= 2f(x) = 2\begin{bmatrix} x_1 - 3 \\ x_2 \\ x_3 - 1 \\ x_4 - 2 \\ x_5 + 1 \end{bmatrix} = \begin{bmatrix} z_1 \\ z_2 \\ z_3 \\ z_4 \\ z_5 \end{bmatrix}
\]

This problem has an optimal solution \( x^* = (3, 0, 1, 2, -1)^T \). We use the proposed neural network to solve the above problem whose trajectories are depicted in Fig. 1. All simulation results show that the state trajectories with any initial point are always convergent to an optimal solution of the above problem \( x^* \). From Fig. 2, we see that the performance in “good order” is the model based on smoothed NR function used in [29], the current model based on smoothed generalized FB function with \( p = 3 \), the current model based on smoothed generalized FB function with \( p = 4 \), and the model based on smoothed generalized FB function with \( p = 2 \). The LPNN approach solves this problem, but its performance is not good.

**Example 5.2.** Consider the following nonlinear second-order cone programming problem:

\[
\min \quad f(x) = x_1^2 + 2x_2^2 + 2x_1x_2 - 10x_1 - 12x_2
\]

s.t. \( g(x) = \begin{bmatrix} 8 - x_1 + 3x_2 \\ 3 - x_1^2 - x_2 + x_2 - x_3^2 \end{bmatrix} \in \mathbb{R}^2 \).

For this example, we compute that

\[
L(x, z) = \nabla f(x) + \nabla g(x)z = \begin{bmatrix} x_1 + 2x_2 - 10 \\ 4x_2 + 2x_1 - 12 \end{bmatrix} = \begin{bmatrix} -z_1 - 2(x_1 + 1)z_2 \\ 3z_1 + 2(1 - x_2)z_2 \end{bmatrix}
\]

This problem has an approximate solution \( x^* = (2.8308, 1.6375)^T \). Note that the objective function is convex and the Hessian matrix \( \nabla^2 f(x) \) is positive definite. Using the proposed neural network in this paper, we can easily obtain the approximate solution \( x^* \) of the above problem, see Fig. 3. From Fig. 4, we see that the performance in “good order” is the current model based on smoothed generalized FB function with \( p = 2 \), the current model based on smoothed generalized FB function with \( p = 3 \), the current model based on smoothed generalized FB function with \( p = 4 \), the model based on smoothed NR function used in [29], the current model based on smoothed generalized FB function with \( p = 7 \). Again, the LPNN approach solves this problem, but its performance is not good.

**Example 5.3.** Consider the following nonlinear convex program with second-order cone constraints [21]:

\[
\min \quad e^{x_1 - x_3} + 3(2x_1 - x_2)^2 + \sqrt{1 + (3x_2 + 5x_3)^2}
\]

s.t. \( Ax + b \in \mathbb{R}^2 \)

\( 6x \in \mathbb{R}^3 \).
where
\[ A = \begin{bmatrix} 4 & 6 & 3 \\ -1 & 7 & -5 \end{bmatrix}, \quad b = \begin{bmatrix} -1 \\ 2 \end{bmatrix}. \]

For this example, \( f(x) = e^{x_1 - x_3} + 3(2x_1 - x_2)^4 + \sqrt{1 + (3x_2 + 5x_3)^2} \), from which we have
\[
L(x, y, z) = \nabla f(x) + \nabla g_1(x) y - 6Vxz
\]
\[
= \begin{bmatrix}
  e^{x_1 - x_3} + 24(2x_1 - x_2)^3 + 12(2x_1 - x_2)^3 + 3(3x_2 + 5x_3) \\
  -e^{x_1 - x_3} + 5(3x_2 + 5x_3) \\
  -4y_1 - y_2 & -6y_1 + 7y_2 & -6 \\
  3y_1 - 5y_2 & 2z_1 & z_2 \\
\end{bmatrix}.
\]

The approximate solution of this problem is \( x^* = (0.2324, -0.07309, 0.2206)^T \), see Fig. 5. From Fig. 6, there is no marginal difference for all models. Note that the LPNN approach cannot solve this problem.

**Example 5.4.** Consider the following nonlinear second-order cone programming problem:
\[
\begin{align*}
\min & \quad f(x) = e^{x_1 - x_3} + 3(x_1 + x_2)^2 - \sqrt{1 + (x_1 - x_3)^2} \\
& \quad + \frac{1}{2}x_3^2 + x_3^2 \\
\text{s.t.} & \quad h(x) = -24.51x_1 + 58x_2 - 16.67x_3 - x_4 - 3x_5 + 11 = 0 \\
& \quad -g_1(x) = \begin{bmatrix}
  3x_1^2 + 2x_2 - x_3 + 5x_3^2 \\
  -5x_1^2 + 4x_2 - 2x_3 + 10x_3^2 \\
  x_3 \\
\end{bmatrix} \in \mathcal{K} \\
& \quad -g_2(x) = \begin{bmatrix}
  x_4 \\
  3x_5 \\
\end{bmatrix} \in \mathcal{K}^2
\end{align*}
\]

For this example, we compute
\[
L(x, y, z) = \nabla f(x) + \begin{bmatrix}
  \nabla g_1(x)^T y \\
  \nabla g_2(x)^T z
\end{bmatrix}
\]
can conclude that the proposed neural network model is definitely better than the standard LPNN model. In addition, although the difference between the proposed neural network model and the one based on “smoothed” NR function in [29] is very slight, it is generally true that our model is better than the aforementioned one when an appropriate \( p \) is chosen. How to determine an suitable \( p \) is a good topic for future study.

6. Concluding remarks

In this paper, we have studied a neural network approach for solving general nonlinear convex programs with second-order cone constraints. The neural network is based on the gradient of the merit function derived from the generalized FB merit function, which involves parameter \( p \in (1, 4) \). For such neural network, the Lyapunov stability, the asymptotic stability and the exponential stability are proved, which indicates its effectiveness. Moreover, numerical performance based on the parameter \( p \) being perturbed and numerical comparison with other neural network model are also provided. There is limited value of \( p \) \( (p = \frac{3}{2} \in (1, 4)) \) that could be perturbed because \( \Psi_p \) is theoretically shown to be smooth only in \( p \in (1, 4) \) under SOC case, so far. Can we extend the above results to the case of general \( p \)? In other words, whether \( p = \frac{3}{2} \in (1, 4) \) can be relaxed to more general real value? This is one of our future directions. Moreover, we will try to show the smoothness of \( \Psi_p \) associated with SOC in a wider interval in the future. Recently, some other discrete types of complementarity functions associated with SOC have been proposed in [28]. Another direction is to design neural network based on “discrete” types of complementarity functions. Of course, it will be very interesting to see the comparisons of neural networks based on continuous type of complementarity functions (like the NR function and FB function) and discrete types of complementarity functions.
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