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Abstract

Itis well known that the second-order cone and the circular cone have many
analogous properties. In particular, there exists an important distance inequality
associated with the second-order cone and the circular cone. The inequality indicates
that the distances of arbitrary points to the second-order cone and the circular cone
are equivalent, which is crucial in analyzing the tangent cone and normal cone for the
circular cone. In this paper, we provide an alternative approach to achieve the
aforementioned inequality. Although the proof is a bit longer than the existing one,
the new approach offers a way to clarify when the equality holds. Such a clarification
is helpful for further study of the relationship between the second-order cone
programming problems and the circular cone programming problems.
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1 Introduction
The circular cone [1, 2] is a pointed closed convex cone having hyperspherical sections
orthogonal to its axis of revolution about which the cone is invariant to rotation. Let Ly

denote the circular cone in R”, which is defined by

Ly :={x=(x1,2) € R x R | ||x[| cosf <1}

= {x = (x,%) €R x R"™ | [lx2]| <% tan6}, (1)

with || - || denoting the Euclidean norm and 6 € (0, 7). When 6 = 7, the circular cone £
reduces to the well-known second-order cone (SOC) K" [3, 4] (also called the Lorentz

cone), i.e.,
K™= {(x1,52) € R x R*™ | [l < 1.

In particular, K is the set of nonnegative reals R, . It is well known that the second-order
cone K" is a special kind of symmetric cones [5]. But when 6 # 7, the circular cone Ly is
a non-symmetric cone [1, 6, 7].
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In [2], Zhou and Chen showed that there is a special relationship between the SOC and

the circular cone as follows:

tanf 0
xeLy <— AxeK” withA:|: I :|, (2)
n-1
where [,,_; is the (n —1) x (n—1) identity matrix. Based on the relationship (2) between the
SOC and circular cone, Miao et al. [8] showed that circular cone complementarity prob-
lems can be transformed into the second-order cone complementarity problems. Further-

more from the relationship (2), we have
xeintlLy <<= AxecintK” and xebdfy <<= AxebdK".

Besides the relationship between second-order cone and circular cone, some topologi-
cal structures play important roles in theoretical analysis for optimization problems. For
example, the projection formula onto a cone facilitates designing algorithms for solving
conic programming problems [9-13]; the distance formula from an element to a cone is
an important factor in the approximation theory; the tangent cone and normal cone are
crucial in analyzing the structure of the solution set for optimization problems [14—16].
From the above illustrations, an interesting question arises: What is the relationship be-
tween second-order cone and circular cone regarding the projection formula, the distance
formula, the tangent cone and normal cone, and so on? The issue of the tangent cone and
normal cone has been studied in [2], Theorem 2.3. In this paper, we focus on the other
two issues.

More specifically, we provide an alternative approach to achieve an inequality which was
obtained in [2], Theorem 2.2. Although the proof'is a bit longer than the existing one, the
new approach offers a way to clarify when the equality holds, which is helpful for further
studying in the relationship between the second-order cone programming problems and
the circular cone programming problems.

In order to study the relationship between second-order cone and circular cone, we need
to recall some background materials. For any vector x = (x1,%,) € R x R”"1, the spectral

decomposition of x with respect to second-order cone is given by

x = A @)l + A (x)u® (3)

x x 7

where 11(x), A2(x), uﬁcl), and ufcz) are expressed as

. O | 1
Ai(x) =21 + (=1)'||x and »9 == |, i=1,2, 4
) =3+ (1) | ¢ 2[(—1)%} @
withw = Hiﬁ if x, # 0, or any vector in R"! satisfying ||w|| = 1if x, = 0. In the setting of the

circular cone Ly, Zhou and Chen [2] gave the following spectral decomposition of x € R”

with respect to Ly:

x = () + pa ()2, (5)
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where w1 (x), ua(x), vﬁf), and Vf) are expressed as

L _ 1 1
p1(x) = x; — |2z cot6, Vi = Ticoo [—cotQ-w]’ (6)
— (2) _ 1 1
MZ(x) ot ||x2|| tan@, Vx© = 1+tan2 6 [tan@-w] ’

with w = Ili_iH if x, # 0, or any vector in R”! satisfying ||w|| = 1 if x, = 0. Moreover, A;(x),

Aa(x) and ug), uiz) are called the spectral values and the spectral vectors of x associated
with ", whereas 11(x), (2 (x) and v,(cl), Vf) are called the spectral values and the spectral
vectors of x associated with Ly, respectively.

To proceed, we denote x, (resp. x7) the projection of x onto K" (resp. Ly); also we set
a, = max{a, 0} for any real number a € R. According to the spectral decompositions (3)
and (5) of x, the expressions of x, and x? can be obtained explicitly, as stated in the fol-

lowing lemma.

Lemma 1.1 ([2, 4]) Let x = (x1,%2) € R x R"™! have the spectral decompositions given as
(3) and (5) with respect to SOC and circular cone, respectively. Then the following hold:

(a)
e R R P R
x, ifxeK”, w1+l
=10, ifxe—(K"*=-K", whereu=| ... » |
u, otherwise, 2 Il
(b)
) = (%1 — [lx2ll cot0)  ul) + (w1 + ||z tan )

x, ifxe Ly, x1+]J%2 || tan @
. an2
0, ifxe—~(Le) =-L1 4, where v = L+tan® 6 .

(x1+||x2H tan6 tan@) X2

v, otherwise, I+tan® 0 T2l
Based on the expression of the projection xf’r onto Ly in Lemma 1.1, it is easy to obtain,
for any x = (x1,%7) € R x R", the explicit formula of projection of x € R” onto the dual

cone L} (denoted by (x”)*):

(xe)i = (%1 — 2l tan@))ru;l) + (%1 + [l cot9)+u;2)

x, ifxel}= E%_e,

x1+||%2 || cotf
. 2
0, ifxe—(L})*=-Ly, wherew= Lrcot®6 .

x1+||%2 || cotO X2
( L+cot2 0 cot6)

w, otherwise, [EA]
2 Main results

In this section, we give the main results of this paper.

Theorem 2.1 For any x € R”, let x) and (x”)* be the projections of x onto the circular
cone Ly and its dual cone L}, respectively. Let A be the matrix defined as in (2). Then the
following hold:
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() IfAx € K", then (Ax), = Ax’.

(b) If Ax € =K, then (Ax), = A(x?)* = 0.

(c) If Ax ¢ K" U (-K"), then (Ax), = (@)A'I(xe)j, where (xe)’j retains its expression
only in the case of x & L}, U (—Lyg).

Theorem 2.2 Let x = (x1,%,) € R x R*™ have the spectral decompositions with respect to
the SOC and the circular cone given as in (3) and (5), respectively. Then the following hold:
(a) dist(Ax, ") = \/%(xl tand — ||xo||)2 + %(xl tand + ||x2||)2,

. 29 20
(b) dist(e, £5) = /2228 (e tan — )2 + (228 ey cot + [z )2,

where (a)_- = min{a, 0}.

Now, applying Theorem 2.2, we can obtain the relation on the distance formulas asso-
ciated with the second-order cone and the circular cone. Note that when 6 = 7, we know
Ly = K" and Ax = x. Thus, it is obvious that dist(Ax, ") = dist(x, Lg). In the following
theorem, we only consider the case 6 # 7.

Theorem 2.3 For any x = (x1,%;) € R x R"Y, according to the expressions of the distance
formulas dist(Ax, K") and dist(x, L), the following hold.
(a) For6 €(0,7%), we have

dist(Ax, K") < dist(x, L) < cot6 - dist(Ax, K").
(b) For6 €(%,7%), we have
dist(x, Ly) < dist(Ax, IC”) < tan@ - dist(x, Ly).

3 Proofs of main results
3.1 Proof of Theorem 2.1
(a) If Ax € K", by the relationship (2) between the SOC and the circular cone, we have
x € Ly. Thus, it is easy to see that (Ax), = Ax = Axﬁ,
(b) If Ax € —K", we know that —Ax € K", which implies (Ax), = 0. Besides, combining
with (2), we have —x € Ly, which leads to (xg)j = 0. Hence, we have (Ax), = A(xg)j =0.
(¢) If Ax ¢ K" U (=K"), from Lemma 1.1(a), we have

x1 tan 6+ ||xo ||
_ 2
(Ax)* T | xtanf+]xall xo

2 ll2

x1+|%2 || cotd
tan® (1 + COtz 9) 1+cot2 6
2

x1+|lxa |l cotd  xo
l+cot26 a2l

2 x1+[lxa] cotd L%
“Treog " COt0 -

2 x1+||x2 ] cotd
_ 1+ tan”6 o 4-1 |: 1+cot2 0

2
_ 1+ tan”6 ~A’1(x9)*.
2 +

The proof is complete. d
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Remark 3.1 Here, we say a few more words as regards part (c) in Theorem 2.1. Indeed,
if Ax ¢ K" U (-=K"), there are two cases for the element x € R”, i.e., x ¢ L} U (-Ly) or
x € L. When x ¢ L U(-Ly), the relationship between (Ax), and (x%)* is just as stated in
Theorem 2.1(c), that is, (Ax), = (%)A‘l(xe)j. However, whenx € L}, we have () =«
This implies that the relationship between (Ax), and (x’)* is not very clear. Hence, the

relation between (Ax), and (x7)* in Theorem 2.1(c) is a bit limited.

3.2 Proof of Theorem 2.2

(a) For any x = (x1,%) € R x R"}, from the spectral decomposition (3) with respect to the
SOC, we have Ax = (x; tan 6 — ||x, ||)u§cl) + (%7 tan @ + ||xy ||)u§62), where uﬁ}’ and u,(cz) are given as
in (4). It follows from Lemma 1.1(a) that (Ax), = (x; tan 6 — ||x, ||)+u§3) + (%7 tan @ + ||xy ||)+u,(62).
Hence, we obtain the distance dist(Ax, K"):

dist(Ax, K") = |Ax - (Ax), |

= || (x1 tan6 — ||x2||)7ufcl) + (x1 tanf + ||x2||)7ufc2) H

1 1
= \/i (xl tan6 — IIxZII)i + §(x1 tan® + ||x2||)%.

(b) For any x = (x1,%,) € R x R", from the spectral decomposition (5) with respect to

circular cone and Lemma 1.1(b), with the same argument, it is easy to see that

dist(x, Lg) = Hx - x‘i ||

\/ cot2 9 ( and — | ”)2 tan2 0 ( 0+ ”)2
=,/ ————(x;tané — || + ——(x1cotf + [|xa]])”.
1+cot2o ! V"1 tanze ! 21—

3.3 Proof of Theorem 2.3
(a) For 0 € (0, %), we have 0 < tanf <1 < cotf and Ly C K" C Lj. We discuss three cases
according tox € Lg, x € —L}, and x & Ly U (-L).

Case 1. If x € Ly, then Ax € K", which clearly yields dist(Ax, ") = dist(x, Ly) = 0.

Case 2. If x € —L}, then x; cotf < —||x || and

dist(x, Lo) = llx]l = /i + [l 1%

In this case, there are two subcases for the element Ax. If x; cotf < x;tan6 < —||x,]|, i.e.,
Ax € —K", it follows that

dist(Ax, K") = | Ax|| = \/xf tan2 0 + [|x2 12 < /%7 + [|x2 ]2

= dist(x, L£g) < (/a7 + %22 cot? 0
=cotf - /a3 tan2 6 + ||xy |

= C0t9 . dlSt(Ax; IC”)’
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where the first inequality holds since tan6 < 1 (it becomes an equality only in the case of
x = 0), and the second inequality holds since cotd > 1 (it becomes an equality only in the

case of x; = 0). On the other hand, if x; cotf < —|lx,|| < x;tanf < 0, we have

dist(Ax, K") = ||Ax - (Ax). |

1 1
= \/E(xl tan — [|x,])* + E(xl tanf + [z )’

1
- \/E(xl tan6 — ||962||)2

</xPtan?6 + ||xy||2 < \/xf + a2

= dist(x, L£g) < /a2 —x1 x| cot

< lx2+l||x |12 cot2 0 — x1||x2 ] cot @
21 3 2 11%2

= cotf - dist(Ax, K"),

where the third inequality holds because ||x;|| < —x; cot#, and the fourth inequality holds

since ||x>]| > —x; tan® > 0. Therefore, for the subcases of x € —L}, we can conclude that
dist(Ax, K") < dist(x, Lg) < cotf - dist(Ax, IC"),
and dist(x, Lg) = cot6 - dist(Ax, ") holds only in the case of x; = 0.
Case 3. If x & Ly U (—L}), then —||x2 ]| tan 6 < x; < [|x2]| cot®, which yields x; tan6 < ||x, ||

and x; cotf > —||xy||. Thus, we have

dist(x, Lg) = ”x - x‘i ||

\/ cot2 0 ( and — | ”)2 tan2 0 ( 0+ ”)2

=,/ ————(x tand — ||x + ————(x;cotd + ||x

L+cot2d o V-1 tanze ! 20
cot? 0 2

s o - )

On the other hand, it follows from —|lx; || tan# < x; < ||x2[| cot® and 6 € (0, ) that
~[lx2ll < =[l%2 | tan® 6 < x; tan 6 < [z .
This implies that

dist(Ax, K") = |Ax - (Ax), |

1 1
= \/E (%1 tan6 — ||x2||)% + E(xl tan® + ||x2||)%

1
- \/5 (a1 tan 6 — s ).
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From this and 0 € (0, 7), we see that

dist(Ax, K") = \/% (%1 tan6 — ||9C2||)2

cot2 0 2
< \/— (x1 tan6 — ||x2||)

1+ cot?6

2 1
= dist(x, L) = \/—\/E(xl tanf — ||z, )*

1+ tan26

— 2 1 n
=4/ m dlSt(Ax,IC ).

Therefore, in these cases of x ¢ Ly U (—Lj), we can conclude

dist(Ax, K:n) < dist(x, [.:9) =4/ ﬁ dlst(Ax, IC”).

To sum up, from all the above and the fact that max{cot#,

s} = cotf for 6 € (0, %),

we obtain
dist(Ax, K") < dist(x, L) < cot6 - dist(Ax, K").
(b) For 6 € (7, %), we have 0 < cotf <1< tanf and L C K" C Ly. Again we discuss the
following three cases.

Case 1. If x € Ly, then Ax € K", which implies that dist(Ax, ") = dist(x, Lg) = 0.
Case 2. If x € —L}, then x; cotf < —||x, || and

dist(x, Lo) = llx]| = /a7 + [l 1%

It follows from x; cotf < —|lx; |l and 6 € (7, 5) that x; tan€ < x; cot® < —||x, ||, which leads

to Ax € —K". Hence, we have

dist(Ax, IC”) = |Ax|| = \/x? tan? 6 + ||xz |2

With this, it is easy to verify that dist(Ax, K") > dist(x, Ly) for 6 € (%, %). Moreover, we
note that

tan@ - dist(x, Lg) = \/tan 60 (x7 + [|x2]1%)

> \/xdtan? 6 + |l |2 = dist(Ax, £).

Thus, it follows that
dist(x, Lg) < dist(Ax, IC") < tan® - dist(x, Lg),

and dist(Ax, ") = tan 6 - dist(x, L£y) holds only in the case of x; = 0.
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Case 3. If x & Ly U (-L}), then we have —||x; ]| tan6 < x; < ||x2 ]| cotd and

dist(x, Lg) = ”x - x‘i ||

\/COM (rrtand = o) + —0_ (s cotd + a1

= —(Xxjanco — || X 4+ ——— (X1 CO + |[Xx

1+cot2 2-" 1 Ftan2o V! 21—
cot2 @ 5

e ano - )

Since —||xy ] tanf < x1 < ||lxy] cotd, it follows immediately that —|x,| tan?6 < x;tané <
[|l%2||. Again, there are two subcases for the element Ax. If —||x, || tan? @ < —|jx || < x1 tan 6 <
[[%2]], then we have Ax ¢ K" U (-K"). Thus, it follows that

dist(Ax, IC") = ||Ax— (Ax)+||

1 1
= \/E (%1 tan6 — ||x2||)% + E(xl tan6 + ”’CZ”)%

1
= \/— (21 tan 8 — s ])°.
2
This together with 6 € (7, 7) yields
dist(Ax, IC") > dist(x, Lg).

Moreover, by the expressions of dist(Ax, K") and dist(x, L), it is easy to verify

2
dlSt(Ax, IC”) = m dlSt(x, ﬁg)

On the other hand, if —||x, || tan? @ < x; tan & < —||x || < ||z ||, then we have Ax € —K”, which

implies

dist(Ax, IC”) = |Ax|| = \/x} tan? 6 + ||xz ||2.

Therefore, it follows that

cot? 9
1+ cot?6

1
< \/E(xl tan6 — ||x2||)2

</ tan® 0 + [lxz |12 = dist(Ax, £").

(x1tan — [jxz]])°

dist(x, L) = \/

Since

2
tan? 9(x1 tan6 — ||x2||) - (1 + tan? 0) (x% tan®6 + ||x2||2)
= =2, [|%2 || tan® @ — xF tan® 6 — ||, ||

=—x;tan@ - (||x2|| tan? 6 + x tan@) + ||x2||(—x1 tan3 6 — ||x2||)
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> [l || (—1 tan® 6 — 1, )

>0,

where the first inequality holds due to —||x, || tan? @ < x; tan#, and the second inequality
holds due to x; tan6 < —||x2 || and 6 € (%, 7), we have

dist(Ax, K") < tan6 - dist(x, Lo).

From all the above analyses and the fact that max{tan0, m} =tan@ for 6 € (7, %), we
can conclude that

dist(x, L) < dist(Ax, K") < tan6 - dist(x, Ly).
Thus, the proof is complete. d

Remark 3.2 We point out that Theorem 2.3 is equivalent to the results in [2], Theo-
rem 2.2, that is, for any x,z € R”, we have

A~ dist(Az, K") < dist(z, L) < A7 dist(Az, K£") 7)
and
| A7 ™" dist(Ax, £4) < dist(x, K7) < [ All dist(A ™5, £o). (8)

However, the above inequalities depends on the factors ||A|| and || A™!||. Here, we provide a
more concrete and simple expression for the inequality. What is the benefit of such a new
expression? Indeed, the new approach provides the situation where the equality holds,
which is helpful for further study of the relationship between the second-order cone pro-
gramming problems and the circular cone programming problems. In particular, from
the proof of Theorem 2.3, it is clear that dist(Ax, ") = tan0 - dist(x, L9) holds only un-
der the cases of x = (x1,x;) € Ly or x; = 0; otherwise we would have the strict inequality
dist(Ax, K") < tan 6 - dist(x, Ly). In contrast, it takes tedious algebraic manipulations to ob-
tain such situations by using (7) and (8).

The following example elaborates more why dist(Ax, ") = tan 6 - dist(x, Ly) holds only
in the cases of x = (x1,%,) € Ly or x, = 0.

Example 3.1 Let x = (x,%,) € R x R”! and

Az tan6 O '
0 In—l

When x € Ly, we have Ax € K”. It is clear to see that dist(Ax, K") = tan 6 - dist(x, Ly) = 0.
When x, =0, i.e., x = (¥,0) € R x R*L, it follows that Ax = (x; tan 6, 0). If x; > 0, we have
x € Ly and Ax € K", which implies that dist(Ax, K") = tan6 - dist(x, L) = 0. In the other
case, ifx; < 0, we see that x € —L} and Ax € —K". All the above gives dist(Ax, ") = || Ax|| =
|x%1|tan @ = tan@ - dist(x, Ly).
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