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Preface

The second-order cone programs (SOCP) have been an attraction due to plenty of ap-

plications in engineering, data science, and finance. To deal with this special type of

optimization problems involving second-order cone (SOC). We believe that the following

items are crucial concepts: (i) spectral decomposition associated with SOC, (ii) analy-

sis of SOC functions, (iii) SOC-convexity and SOC-monotonicity. In this book, we go

through all these concepts and try to provide the readers a whole picture regarding SOC

functions and their applications.

As introduced in Chapter 1, the SOC functions are indeed vector-valued functions

associated with SOC, which are accompanied by Jordan product. However, unlike the

matrix multiplication, the Jordan product associated with SOC is not associative which

is the main source of difficulty when we do the analysis. Therefore, the ideas for proofs

are usually quite different from those for matrix-valued functions. In other words, al-

though SOC and positive semidefinite cone both belong to symmetric cones, the analysis

for them are different. In general, the arguments are more tedious and need subtle ar-

rangements in the SOC setting. This is due to the feature of SOC.

To deal with second-order cone programs (SOCPs) and second-order cone complemen-

tarity problems (SOCCPs), many methods rely on some SOC complementarity functions

or merit functions to reformulate the KKT optimality conditions as a nonsmooth (or

smoothing) system of equations or an unconstrained minimization problem. In fact,

such SOC complementarity or merit functions are connected to SOC functions. In other

words, the vector-valued functions associated with SOC are heavily used in the solutions

methods for SOCP and SOCCP. Therefore, further study on these functions will be help-

ful for developing and analyzing more solutions methods.

For SOCP, there are still many approaches without using SOC complementarity func-

tions. In this case, the concepts of SOC-convexity and SOC-monotonicity introduced in

Chapter 2 play a key to those solution methods. In Chapter 3, we present proximal-type

algorithms in which SOC-convexity and SOC-monotonicity are needed in designing so-

lution methods and proving convergence analysis.

In Chapter 4, we pay attention to some other types of applications of SOC-functions,

SOC-convexity, and SOC-monotonicity introduced in this monograph. These include

so-called SOC means, SOC weighted means, and a few SOC trace versions of Young,

Hölder, Minkowski inequalities, and Powers-Størmer’s inequality. All these materials are

newly discovered and we believe that they will be helpful in convergence analysis of var-

ious optimizations involving SOC. Chapter 5 offers a direction for future investigation,

although it is not very consummate yet.
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Notations

• Throughout this book, an n-dimensional vector x = (x1, x2, · · · , xn) ∈ IRn means

a column vector, i.e.,

x =


x1
x2
...

xn

 .
In other words, without ambiguity, we also write the column vector as x = (x1, x2, · · · , xn).

• IRn
+ means {x = (x1, x2, . . . , xn) |xi ≥ 0, ∀i = 1, 2, . . . , n}, whereas IRn

++ denotes

{x = (x1, x2, . . . , xn) |xi > 0, ∀i = 1, 2, . . . , n}.

• 〈·, ·〉 denotes the Euclidean inner product.

• T means transpose.

• B(x, δ) denotes the neighborhood of x.

• IRn×n denotes the space of n× n real matrices.

• I represents an identity matrix of suitable dimension.

• For any symmetric matrices A,B ∈ IRn×n, we write A � B (respectively, A � B)

to mean A−B is positive semidefinite (respectively, positive definite).

• Sn denotes the space of n×n symmetric matrices; and Sn+ means the space of n×n
symmetric positive semidefinite matrices.

• ‖ · ‖ is the Euclidean norm.

• Given a set S, we denote S̄, int(S) and bd(S) by the closure, the interior and the

boundary of S, respectively.

• For a mapping f : IRn → IR, ∇f(x) denotes the gradient of f at x.

• C(i)(J) denotes the family of functions which are defined on J ⊆ IRn to IR and have

continuous i-th derivative.

• For any differentiable mapping F = (F1, F2, · · · , Fm) : IRn → IRm, ∇F (x) =

[∇F1(x) · · · ∇Fm(x)] is a n by m matrix which denotes the transpose Jacobian of

F at x.

• For any x, y ∈ IRn, we write x �Kn y if x − y ∈ Kn; and write x �Kn y if

x− y ∈ int(Kn).
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• For a real valued function f : J → IR, f ′(t) and f ′′(t) denote the first derivative

and second-order derivative of f at the differentiable point t ∈ J , respectively.

• For a mapping F : S ⊆ IRn → IRm, ∂F (x) denotes the subdifferential of F at x,

while ∂BF (x) denotes the B-subdifferential of F at x.



Chapter 1

SOC Functions

During the past two decades, there have been active research for second-order cone pro-

grams (SOCPs) and second-order cone complementarity problems (SOCCPs). Various

methods had been proposed which include the interior-point methods [1, 103, 110, 124,

146], the smoothing Newton methods [52, 64, 72], the semismooth Newton methods

[87, 121], and the merit function methods [44, 49]. All of these methods are proposed

by using some SOC complementarity function or merit function to reformulate the KKT

optimality conditions as a nonsmooth (or smoothing) system of equations or an uncon-

strained minimization problem. In fact, such SOC complementarity functions or merit

functions are closely connected to so-called SOC functions. In other words, studying

SOC functions is crucial to dealing with SOCP and SOCCP, which is the main target of

this chapter.

1.1 On the second-order cone

The second-order cone (SOC) in IRn, also called Lorentz cone, is defined by

Kn =
{

(x1, x2) ∈ IR× IRn−1 | ‖x2‖ ≤ x1
}
, (1.1)

where ‖ · ‖ denotes the Euclidean norm. If n = 1, let Kn denote the set of nonnegative

reals IR+. For n = 2 and n = 3, the pictures of Kn are depicted in Figure 1.1(a) and

Figure 1.1(b), respectively. It is known that Kn is a pointed closed convex cone so that a

partial ordering can be deduced. More specifically, for any x, y in IRn, we write x �Kn y if

x−y ∈ Kn; and write x �Kn y if x−y ∈ int(Kn). In other words, we have x �Kn 0 if and

only if x ∈ Kn; whereas x �Kn 0 if and only if x ∈ int(Kn). The relation �Kn is a partial

ordering, but not a linear ordering in Kn, i.e., there exist x, y ∈ Kn such that neither

x �Kn y nor y �Kn x. To see this, for n = 2, let x = (1, 1) ∈ K2 and y = (1, 0) ∈ K2.

Then, we have x− y = (0, 1) /∈ K2 and y − x = (0,−1) /∈ K2.

1
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(a) 2-dimensional SOC (b) 3-dimensional SOC

Figure 1.1: The graphs of SOC

The second-order cone has received much attention in optimization, particularly in the

context of applications and solutions methods for second-order cone program (SOCP) [1,

48, 49, 103, 116, 117, 119] and second-order cone complementarity problem (SOCCP), [43,

44, 46, 49, 64, 72, 118]. For those solutions methods, there needs spectral decomposition

associated with SOC whose basic concept is described below. For any x = (x1, x2) ∈
IR× IRn−1, x can be decomposed as

x = λ1(x)u(1)x + λ2(x)u(2)x , (1.2)

where λ1(x), λ2(x) and u
(1)
x , u

(2)
x are the spectral values and the associated spectral

vectors of x given by

λi(x) = x1 + (−1)i‖x2‖, (1.3)

u(i)x =

 1
2

(
1, (−1)i

x2
‖x2‖

)
, if x2 6= 0,

1
2

(1, (−1)iw) , if x2 = 0,
(1.4)

for i = 1, 2 with w being any vector in IRn−1 satisfying ‖w‖ = 1. If x2 6= 0, the decom-

position is unique.

For any x = (x1, x2) ∈ IR× IRn−1 and y = (y1, y2) ∈ IR× IRn−1, we define their Jordan

product as

x ◦ y = (〈x, y〉, y1x2 + x1y2) ∈ IR× IRn−1. (1.5)

The Jordan product is not associative. For example, for n = 3, let x = (1,−1, 1) and

y = z = (1, 0, 1), then we have (x ◦ y) ◦ z = (4,−1, 4) 6= x ◦ (y ◦ z) = (4,−2, 4). However,

it is power associative, i.e., x ◦ (x ◦ x) = (x ◦ x) ◦ x, for all x ∈ IRn. Thus, without fear

of ambiguity, we may write xm for the product of m copies of x and xm+n = xm ◦ xn for

all positive integers m and n. The vector e = (1, 0, . . . , 0) is the unique identity element

for the Jordan product, and we define x0 = e for convenience. In addition, Kn is not

closed under Jordan product. For example, x = (
√

2, 1, 1) ∈ K3, y = (
√

2, 1,−1) ∈ K3,
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but x ◦ y = (2, 2
√

2, 0) /∈ K3. We point out that lacking associative property of Jordan

product and closedness of SOC are the main sources of difficulty when dealing with SOC.

We write x2 to denote x ◦ x and write x+ y to mean the usual componentwise addition

of vectors. Then, “◦,+” together with e = (1, 0, . . . , 0) ∈ IRn have the following basic

properties (see [62, 64]):

(1) e ◦ x = x, for all x ∈ IRn.

(2) x ◦ y = y ◦ x, for all x, y ∈ IRn.

(3) x ◦ (x2 ◦ y) = x2 ◦ (x ◦ y), for all x, y ∈ IRn.

(4) (x+ y) ◦ z = x ◦ z + y ◦ z, for all x, y, z ∈ IRn.

For each x = (x1, x2) ∈ IR× IRn−1, the determinant and the trace of x are defined by

det(x) = x21 − ‖x2‖2, tr(x) = 2x1.

In view of the definition of spectral values (1.3), it is clear that the determinant, the

trace and the Euclidean norm of x can all be represented in terms of λ1(x) and λ2(x):

det(x) = λ1(x)λ2(x), tr(x) = λ1(x) + λ2(x), ‖x‖2 =
1

2

(
λ1(x)2 + λ2(x)2

)
.

As below, we elaborate more about the determinant and trace by showing some

properties.

Proposition 1.1. For any x �Kn 0 and y �Kn 0, the following results hold.

(a) If x �Kn y, then det(x) ≥ det(y) and tr(x) ≥ tr(y).

(b) If x �Kn y, then λi(x) ≥ λi(y) for i = 1, 2.

Proof. (a) From definition, we know that

det(x) = x21 − ‖x2‖2, tr(x) = 2x1,

det(y) = y21 − ‖y2‖2, tr(y) = 2y1.

Since x− y = (x1 − y1, x2 − y2) �Kn 0, we have ‖x2 − y2‖ ≤ x1 − y1. Thus, x1 ≥ y1, and

then tr(x) ≥ tr(y). Besides, using the assumption on x and y gives

x1 − y1 ≥ ‖x2 − y2‖ ≥
∣∣ ‖x2‖ − ‖y2‖ ∣∣, (1.6)

which is equivalent to x1 − ‖x2‖ ≥ y1 − ‖y2‖ > 0 and x1 + ‖x2‖ ≥ y1 + ‖y2‖ > 0. Hence,

det(x) = x21 − ‖x2‖2 = (x1 + ‖x2‖)(x1 − ‖x2‖) ≥ (y1 + ‖y2‖)(y1 − ‖y2‖) = det(y).



4 CHAPTER 1. SOC FUNCTIONS

(b) From definition of spectral values, we know that

λ1(x) = x1 − ‖x2‖, λ2(x) = x1 + ‖x2‖ and λ1(y) = y1 − ‖y2‖, λ2(y) = y1 + ‖y2‖.

Then, by the inequality (1.6) in the proof of part(a), the results follow immediately. �

We point out that there may have other simpler ways to prove Proposition 1.1. The

approach here is straightforward and intuitive by checking definitions. The converse of

Proposition 1.1 does not hold, a counterexample occurs when taking x = (5, 3) ∈ K2 and

y = (3,−1) ∈ K2. In fact, if (x1, x2) ∈ IR × IRn−1 serves as a counterexample for Kn,

then (x1, x2, 0, . . . , 0) ∈ IR × IRm−1 is automatically a counterexample for Km whenever

m ≥ n. Moreover, for any x �Kn y, there always have λi(x) ≥ λi(y) and tr(x) ≥ tr(y)

for i = 1, 2. There is no need to restrict x �Kn 0 and y �Kn 0 as in Proposition 1.1.

Proposition 1.2. Let x �Kn 0, y �Kn 0 and e = (1, 0, · · · , 0). Then, the following hold.

(a) det(x+ y) ≥ det(x) + det(y).

(b) det(x ◦ y) ≤ det(x) det(y).

(c) det
(
αx+ (1− α)y

)
≥ α2 det(x) + (1− α)2 det(y) for all 0 < α < 1.

(d)
(

det(e+ x)
)1/2 ≥ 1 + det(x)1/2.

(e) det(e+ x+ y) ≤ det(e+ x) det(e+ y).

Proof. (a) For any x �Kn 0 and y �Kn 0, we know ‖x2‖ ≤ x1 and ‖y2‖ ≤ y1, which

implies

|〈x2, y2〉| ≤ ‖x2‖ ‖y2‖ ≤ x1y1.

Hence, we obtain

det(x+ y) = (x1 + y1)
2 − ‖x2 + y2‖2

=
(
x21 − ‖x2‖2

)
+
(
y21 − ‖y2‖2

)
+ 2
(
x1y1 − 〈x2, y2〉

)
≥

(
x21 − ‖x2‖2

)
+
(
y21 − ‖y2‖2

)
= det(x) + det(y).

(b) Applying the Cauchy inequality gives

det(x ◦ y) = 〈x, y〉2 − ‖x1y2 + y1x2‖2

=
(
x1y1 + 〈x2, y2〉

)2 − (x21‖y2‖2 + 2x1y1〈x2, y2〉+ y21‖x2‖2
)

= x21y
2
1 + 〈x2, y2〉2 − x21‖y2‖2 − y21‖x2‖2

≤ x21y
2
1 + ‖x2‖2‖y2‖2 − x21‖y2‖2 − y21‖x2‖2

=
(
x21 − ‖x2‖2

)(
y21 − ‖y2‖2

)
= det(x) det(y).



1.1. ON THE SECOND-ORDER CONE 5

(c) For any x �Kn 0 and y �Kn 0, it is clear that αx �Kn 0 and (1− α)y �Kn 0 for every

0 < α < 1. In addition, we observe that det(αx) = α2 det(x). Hence,

det
(
αx+ (1− α)y

)
≥ det(αx) + det((1− α)y) = α2 det(x) + (1− α)2 det(y),

where the inequality is from part(a).

(d) For any x �Kn 0, we know det(x) = λ1(x)λ2(x) ≥ 0, where λi(x) are the spectral

values of x. Hence,

det(e+ x) = (1 + λ1(x))(1 + λ2(x)) ≥
(

1 +
√
λ1(x)λ2(x)

)2
=
(
1 + det(x)1/2

)2
.

Then, taking square root on both sides yields the desired result.

(e) Again, For any x �Kn 0 and y �Kn 0, we have the following inequalities

x1 − ‖x2‖ ≥ 0, y1 − ‖y2‖ ≥ 0, |〈x2, y2〉| ≤ ‖x2‖ ‖y2‖ ≤ x1y1. (1.7)

Moreover, we know det(e+x+y) = (1+x1+y1)
2−‖x2+y2‖2 , det(e+x) = (1+x1)

2−‖x2‖2
and det(e+ y) = (1 + y1)

2 − ‖y2‖2. Hence,

det(e+ x) det(e+ y)− det(e+ x+ y)

=
(
(1 + x1)

2 − ‖x2‖2
)(

(1 + y1)
2 − ‖y2‖2

)
−
(
(1 + x1 + y1)

2 − ‖x2 + y2‖2
)

= 2x1y1 + 2〈x2, y2〉+ 2x1y
2
1 + 2x21y1 − 2y1‖x2‖2 − 2x1‖y2‖2

+x21y
2
1 − y21‖x2‖2 − x21‖y2‖2 + ‖x2‖2‖y2‖2

= 2
(
x1y1 + 〈x2, y2〉

)
+ 2x1

(
y21 − ‖y2‖2

)
+ 2y1

(
x21 − ‖x2‖2

)
+
(
x21 − ‖x2‖2

)(
y21 − ‖y2‖2

)
≥ 0,

where we multiply out all the expansions to obtain the second equality and the last

inequality holds by (1.7). �

Proposition 1.2(c) can be extended to a more general case:

det
(
αx+ βy

)
≥ α2 det(x) + β2 det(y) ∀α ≥ 0, β ≥ 0.

Note that together with Cauchy-Schwartz inequality and properties of determinant, one

may achieve other way to verify Proposition 1.2. Again, the approach here is only one

choice of proof which is straightforward and intuitive. There are more inequalities about

determinant, see Proposition 1.8 and Proposition 2.32, which are established by using

the concept of SOC-convexity that will be introduced in Chapter 2. Next, we move to

the inequalities about trace.

Proposition 1.3. For any x, y ∈ IRn, we have
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(a) tr(x+ y) = tr(x) + tr(y) and tr(αx) = α tr(x) for any α ∈ IR. In other words, tr(·)
is a linear function on IRn.

(b) λ1(x)λ2(y) + λ1(y)λ2(x) ≤ tr(x ◦ y) ≤ λ1(x)λ1(y) + λ2(x)λ2(y).

Proof. Part(a) is trivial and it remains to verify part(b). Using the fact that tr(x ◦ y) =

2〈x, y〉, we obtain

λ1(x)λ2(y) + λ1(y)λ2(x) = (x1 − ‖x2‖)(y1 + ‖y2‖) + (x1 + ‖x2‖)(y1 − ‖y2‖)
= 2(x1y1 − ‖x2‖‖y2‖)
≤ 2(x1y1 + 〈x2, y2〉)
= 2〈x, y〉
= tr(x ◦ y)

≤ 2(x1y1 + ‖x2‖‖y2‖)
= (x1 − ‖x2‖)(y1 − ‖y2‖) + (x1 + ‖x2‖)(y1 + ‖y2‖)
= λ1(x)λ1(y) + λ2(x)λ2(y),

which completes the proof. �

In general, det(x ◦ y) 6= det(x) det(y) unless x2 = αy2. A vector x = (x1, x2) ∈
IR × IRn−1 is said to be invertible if det(x) 6= 0. If x is invertible, then there exists a

unique y = (y1, y2) ∈ IR × IRn−1 satisfying x ◦ y = y ◦ x = e. We call this y the inverse

of x and denote it by x−1. In fact, we have

x−1 =
1

x21 − ‖x2‖2
(x1,−x2) =

1

det(x)

(
tr(x)e− x

)
.

Therefore, x ∈ int(Kn) if and only if x−1 ∈ int(Kn). Moreover, if x ∈ int(Kn), then

x−k = (xk)−1 = (x−1)k is also well-defined. For any x ∈ Kn, it is known that there

exists a unique vector in Kn denoted by x1/2 (also denoted by
√
x sometimes) such that

(x1/2)2 = x1/2 ◦ x1/2 = x. Indeed,

x1/2 =
(
s,
x2
2s

)
, where s =

√
1

2

(
x1 +

√
x21 − ‖x2‖2

)
.

In the above formula, the term x2
2s

is defined to be the zero vector if s = 0 (and hence

x2 = 0), i.e., x = 0 .

For any x ∈ IRn, we always have x2 ∈ Kn (i.e., x2 �Kn 0). Hence, there exists a unique

vector (x2)1/2 ∈ Kn denoted by |x|. It is easy to verify that |x| �Kn 0 and x2 = |x|2 for

any x ∈ IRn. It is also known that |x| �Kn x. For any x ∈ IRn, we define [x]+ to be the

projection point of x onto Kn, which is the same definition as in IRn
+. In other words,

[x]+ is the optimal solution of the parametric SOCP:

[x]+ = argmin{‖x− y‖ | y ∈ Kn}.
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Here the norm is in Euclidean norm since Jordan product does not induce a norm. Like-

wise, [x]− means the projection point of x onto −Kn, which implies [x]− = −[−x]+. It is

well known that [x]+ = 1
2
(x+ |x|) and [x]− = 1

2
(x− |x|), see Property 1.2(f).

The spectral decomposition along with the Jordan algebra associated with SOC entails

some basic properties as below. We omit the proofs since they can be found in [62, 64].

Property 1.1. For any x = (x1, x2) ∈ IR × IRn−1 with the spectral values λ1(x), λ2(x)

and spectral vectors u
(1)
x , u

(2)
x given as in (1.3)-(1.4), we have

(a) u
(1)
x and u

(2)
x are orthogonal under Jordan product and have length 1√

2
, i.e.,

u(1)x ◦ u(2)x = 0, ‖u(1)x ‖ = ‖u(2)x ‖ =
1√
2
.

(b) u
(1)
x and u

(2)
x are idempotent under Jordan product, i.e.,

u(i)x ◦ u(i)x = u(i)x , i = 1, 2.

(c) λ1(x), λ2(x) are nonnegative (positive) if and only if x ∈ Kn (x ∈ int(Kn)), i.e.,

λi(x) ≥ 0 for i = 1, 2 ⇐⇒ x �Kn 0.

λi(x) > 0 for i = 1, 2 ⇐⇒ x �Kn 0.

Although the converse of Proposition 1.1(b) does not hold as mentioned earlier, Prop-

erty 1.1(c) is useful in verifying whether a point x belongs to Kn or not.

Property 1.2. For any x = (x1, x2) ∈ IR × IRn−1 with the spectral values λ1(x), λ2(x)

and spectral vectors u
(1)
x , u

(2)
x given as in (1.3)-(1.4), we have

(a) x2 = λ1(x)2u
(1)
x + λ2(x)2u

(2)
x and x−1 = λ−11 (x)u

(1)
x + λ−12 (x)u

(2)
x .

(b) If x ∈ Kn, then x1/2 =
√
λ1(x)u

(1)
x +

√
λ2(x)u

(2)
x .

(c) |x| = |λ1(x)|u(1)x + |λ2(x)|u(2)x .

(d) [x]+ = [λ1(x)]+u
(1)
x + [λ2(x)]+u

(2)
x and [x]− = [λ1(x)]−u

(1)
x + [λ2(x)]−u

(2)
x .

(e) |x| = [x]+ + [−x]+ = [x]+ − [x]−.

(f) [x]+ = 1
2
(x+ |x|) and [x]− = 1

2
(x− |x|).

Property 1.3. Let x = (x1, x2) ∈ IR × IRn−1 and y = (y1, y2) ∈ IR × IRn−1. Then, the

following hold.
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(a) Any x ∈ IRn satisfies |x| �Kn x.

(b) For any x, y �Kn 0, if x �Kn y, then x1/2 �Kn y1/2.

(c) For any x, y ∈ IRn, if x2 �Kn y2, then |x| �Kn |y|.

(d) For any x ∈ IRn, x �Kn 0 if and only if 〈x, y〉 ≥ 0 for all y �Kn 0.

(e) For any x �Kn 0 and y ∈ IRn, if x2 �Kn y2, then x �Kn y.

Note that for any x, y �Kn 0, if x �Kn y, one can also conclude that x−1 �Kn y−1.
However, the arguments are not trivial by direct verifications. We present it by other

approach, see Proposition 2.3(a).

Property 1.4. For any x = (x1, x2) ∈ IR × IRn−1 with spectral values λ1(x), λ2(x) and

any y = (y1, y2) ∈ IR× IRn−1 with spectral values λ1(y), λ2(y), we have

|λi(x)− λi(y)| ≤
√

2‖x− y‖, i = 1, 2.

Proof. First, we compute that

|λ1(x)− λ1(y)| = |x1 − ‖x2‖ − y1 + ‖y2‖|
≤ |x1 − y1|+ |‖x2‖ − ‖y2‖|
≤ |x1 − y1|+ ‖x2 − y2‖
≤
√

2
(
|x1 − y1|2 + ‖x2 − y2‖2

)1/2
=
√

2‖x− y‖,

where the second inequality uses ‖x2‖ ≤ ‖x2−y2‖+‖y2‖ and ‖y2‖ ≤ ‖x2−y2‖+‖x2‖; the

last inequality uses the relation between the 1-norm and the 2-norm. A similar argument

applies to |λ2(x)− λ2(y)|. �

In fact, Property 1.1-1.3 are parallel results analogous to those associated with positive

semidefinite cone Sn+, see [75]. Even though both Kn and Sn+ belong to the family of

symmetric cones [62] and share similar properties, as we will see, the ideas and techniques

for proving these results are quite different. One reason is that the Jordan product is not

associative as mentioned earlier.

1.2 SOC function and SOC trace function

In this section, we introduce two types of functions, SOC function and SOC trace func-

tion, which are very useful in dealing with optimization involved with SOC. Some in-

equalities are established in light of these functions.
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Let x = (x1, x2) ∈ IR × IRn−1 with spectral values λ1(x), λ2(x) given as in (1.3) and

spectral vectors u
(1)
x , u

(2)
x given as in (1.4). We first define its corresponding SOC function

as below. For any real-valued function f : IR→ IR, the following vector-valued function

associated with Kn (n ≥ 1) was considered [46, 64]:

f
soc

(x) := f(λ1(x))u(1)x + f(λ2(x))u(2)x , ∀x = (x1, x2) ∈ IR× IRn−1. (1.8)

The definition (1.8) is unambiguous whether x2 6= 0 or x2 = 0. The cases of f
soc

(x) = x1/2,

x2, exp(x), which correspond to f(t) = t1/2, t2, et, are already discussed in the book [62].

Indeed, the above definition (1.8) is analogous to one associated with the semidefinite

cone Sn+, see [140, 145]. For subsequent analysis, we also need the concept of SOC trace

function [47] defined by

f tr(x) := f(λ1(x)) + f(λ2(x)) = tr(f
soc

(x)). (1.9)

If f is defined only on a subset of IR, then f
soc

and f tr are defined on the corresponding

subset of IRn. More specifically, from Proposition 1.4 shown as below, we see that the

corresponding subset for f
soc

and f tr is

S = {x ∈ IRn |λi(x) ∈ J, i = 1, 2.} (1.10)

provided f is defined on a subset of J ⊆ IR. In addition, S is open in IRn whenever J is

open in IR. To see this assertion, we need the following technical lemma.

Lemma 1.1. Let A ∈ IRm×m be a symmetric positive definite matrix, C ∈ IRn×n be a

symmetric matrix, and B ∈ IRm×n. Then,[
A B

BT C

]
� O ⇐⇒ C −BTA−1B � O (1.11)

and [
A B

BT C

]
� O ⇐⇒ C −BTA−1B � O. (1.12)

Proof. This is indeed the Schur Complement Theorem, please see [22, 23, 75] for a proof.

�

Proposition 1.4. For any given f : J ⊆ IR→ IR, let f
soc

: S → IRn and f tr : S → IR be

given by (1.8) and (1.9), respectively. Assume that J is open. Then, the following results

hold.

(a) The domain S of f
soc

and f tr is also open.
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(b) If f is (continuously) differentiable on J , then f
soc

is (continuously) differentiable

on S. Moreover, for any x ∈ S, ∇f soc
(x) = f ′(x1)I if x2 = 0, and otherwise

∇f soc

(x) =

 b(x) c(x)
xT2
‖x2‖

c(x)
x2
‖x2‖

a(x)I + (b(x)− a(x))
x2x

T
2

‖x2‖2

 , (1.13)

where

a(x) =
f(λ2(x))− f(λ1(x))

λ2(x)− λ1(x)
,

b(x) =
f ′(λ2(x)) + f ′(λ1(x))

2
,

c(x) =
f ′(λ2(x))− f ′(λ1(x))

2
.

(c) If f is (continuously) differentiable, then f tr is (continuously) differentiable on S

with ∇f tr(x) = 2(f ′)soc(x); if f is twice (continuously) differentiable, then f tr is

twice (continuously) differentiable on S with ∇2f tr(x) = ∇(f ′)soc(x).

Proof. (a) Fix any x ∈ S. Then λ1(x), λ2(x) ∈ J . Since J is an open subset of IR,

there exist δ1, δ2 > 0 such that {t ∈ IR | |t− λ1(x)| < δ1} ⊆ J and {t ∈ IR | |t− λ2(x)| <
δ2} ⊆ J . Let δ := min{δ1, δ2}/

√
2. Then, for any y satisfying ‖y − x‖ < δ, we have

|λ1(y)− λ1(x)| < δ1 and |λ2(y)− λ2(x)| < δ2 by noting that

(λ1(x)− λ1(y))2 + (λ2(x)− λ2(y))2

= 2(x21 + ‖x2‖2) + 2(y21 + ‖y2‖2)− 4(x1y1 + ‖x2‖‖y2‖)
≤ 2(x21 + ‖x2‖2) + 2(y21 + ‖y2‖2)− 4(x1y1 + 〈x2, y2〉)
= 2

(
‖x‖2 + ‖y‖2 − 2〈x, y〉

)
= 2‖x− y‖2,

and consequently λ1(y) ∈ J and λ2(y) ∈ J . Since f is a function from J to IR, this means

that {y ∈ IRn | ‖y − x‖ < δ} ⊆ S, and therefore the set S is open. In addition, from the

above, we see that S is characterized as in (1.10).

(b) The arguments are similar to Proposition 1.13 and Proposition 1.14 in Section 1.3.

Please check them for details.

(c) If f is (continuously) differentiable, then from part(b) and f tr(x) = 2
〈
e, f

soc
(x)
〉

it

follows that f tr is (continuously) differentiable. In addition, a simple computation yields

that ∇f tr(x) = 2∇f soc
(x)e = 2(f ′)soc(x). Similarly, by part(b), the second part follows.

�
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Proposition 1.5. For any f : J → IR, let f
soc

: S → IRn and f tr : S → IR be given by

(1.8) and (1.9), respectively. Assume that J is open. If f is twice differentiable on J ,

then

(a) f ′′(t) ≥ 0 for any t ∈ J ⇐⇒ ∇(f ′)soc(x) � O for any x ∈ S ⇐⇒ f tr is convex in S.

(b) f ′′(t) > 0 for any t ∈ J ⇐⇒ ∇(f ′)soc(x) � O for any x ∈ S =⇒ f tr is strictly

convex in S.

Proof. (a) By Proposition 1.4(c), ∇2f tr(x) = 2∇(f ′)soc(x) for any x ∈ S, and the second

equivalence follows by [21, Prop. B.4(a) and (c)]. We next come to the first equivalence.

By Proposition 1.4(b), for any fixed x ∈ S, ∇(f ′)soc(x) = f ′′(x1)I if x2 = 0, and otherwise

∇(f ′)soc(x) has the same expression as in (1.13) except that

b(x) =
f ′′(λ2(x)) + f ′′(λ1(x))

2
,

c(x) =
f ′′(λ2(x))− f ′′(λ1(x))

2
,

a(x) =
f ′(λ2(x))− f ′(λ1(x))

λ2(x)− λ1(x)
.

Assume that ∇(f ′)soc(x) � O for any x ∈ S. Then, we readily have b(x) ≥ 0 for any

x ∈ S. Noting that b(x) = f ′′(x1) when x2 = 0, we particularly have f ′′(x1) ≥ 0 for all

x1 ∈ J , and consequently f ′′(t) ≥ 0 for all t ∈ J . Assume that f ′′(t) ≥ 0 for all t ∈ J . Fix

any x ∈ S. Clearly, b(x) ≥ 0 and a(x) ≥ 0. If b(x) = 0, then f ′′(λ1(x)) = f ′′(λ2(x)) = 0,

and consequently c(x) = 0, which in turn implies that

∇(f ′)soc(x) =

[
0 0

0 a(x)
(
I − x2xT2

‖x2‖2

) ] � O. (1.14)

If b(x) > 0, then by the first equivalence of Lemma 1.1 and the expression of ∇(f ′)soc(x)

it suffices to argue that the following matrix

a(x)I + (b(x)− a(x))
x2x

T
2

‖x2‖2
− c2(x)

b(x)

x2x
T
2

‖x2‖2
(1.15)

is positive semidefinite. Since the rank-one matrix x2x
T
2 has only one nonzero eigenvalue

‖x2‖2, the matrix in (1.15) has one eigenvalue a(x) of multiplicity n−1 and one eigenvalue
b(x)2−c(x)2

b(x)
of multiplicity 1. Since a(x) ≥ 0 and b(x)2−c(x)2

b(x)
= f ′′(λ1(x))f ′′(λ2(x)) ≥ 0, the

matrix in (1.15) is positive semidefinite. By the arbitrary of x, we have that∇(f ′)soc(x) �
O for all x ∈ S.

(b) The first equivalence is direct by using (1.12) of Lemma 1.1, noting ∇(f ′)soc(x) � O

implies a(x) > 0 when x2 6= 0, and following the same arguments as part(a). The second

part is due to [21, Prop. B.4(b)]. �
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Remark 1.1. Note that the strict convexity of f tr does not necessarily imply the positive

definiteness of ∇2f tr(x). Consider f(t) = t4 for t ∈ IR. We next show that f tr is strictly

convex. Indeed, f tr is convex in IRn by Proposition 1.5(a) since f ′′(t) = 12t2 ≥ 0. Taking

into account that f tr is continuous, it remains to prove that

f tr

(
x+ y

2

)
=
f tr(x) + f tr(y)

2
=⇒ x = y. (1.16)

Since h(t) = (t0 + t)4 + (t0 − t)4 for some t0 ∈ IR is increasing on [0,+∞), and the

function f(t) = t4 is strictly convex in IR, we have that

f tr

(
x+ y

2

)
=

[
λ1

(
x+ y

2

)]4
+

[
λ2

(
x+ y

2

)]4
=

(
x1 + y1 − ‖x2 + y2‖

2

)4

+

(
x1 + y1 + ‖x2 + y2‖

2

)4

≤
(
x1 + y1 − ‖x2‖ − ‖y2‖

2

)4

+

(
x1 + y1 + ‖x2‖+ ‖y2‖

2

)4

=

(
λ1(x) + λ1(y)

2

)4

+

(
λ2(x) + λ2(y)

2

)4

≤ (λ1(x))4 + (λ1(y))4 + (λ2(x))4 + (λ2(y))4

2

=
f tr(x) + f tr(y)

2
,

and moreover, the above inequalities become the equalities if and only if

‖x2 + y2‖ = ‖x2‖+ ‖y2‖, λ1(x) = λ1(y), λ2(x) = λ2(y).

It is easy to verify that the three equalities hold if and only if x = y. Thus, the implication

in (1.16) holds, i.e., f tr is strictly convex. However, by Proposition 1.5(b), ∇(f ′)soc(x) �
O does not hold for all x ∈ IRn since f ′′(t) > 0 does not hold for all t ∈ IR.

We point out that the fact that the strict convexity of f implies the strict convexity

of f tr was proved in [7, 16] via the definition of convex function, but here we use the

Schur Complement Theorem and the relation between ∇(f ′)soc and ∇2f tr to establish

the convexity of SOC-trace functions. Next, we illustrate the application of Proposition

1.5 with some SOC trace functions.

Proposition 1.6. The following functions associated with Kn are all strictly convex.

(a) F1(x) = − ln(det(x)) for x ∈ int(Kn).

(b) F2(x) = tr(x−1) for x ∈ int(Kn).
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(c) F3(x) = tr(φ(x)) for x ∈ int(Kn), where

φ(x) =

{
xp+1−e
p+1

+ x1−q−e
q−1 if p ∈ [0, 1], q > 1,

xp+1−e
p+1

− lnx if p ∈ [0, 1], q = 1.

(d) F4(x) = − ln(det(e− x)) for x ≺Kn e.

(e) F5(x) = tr((e− x)−1 ◦ x) for x ≺Kn e.

(f) F6(x) = tr(exp(x)) for x ∈ IRn.

(g) F7(x) = ln(det(e+ exp(x))) for x ∈ IRn.

(h) F8(x) = tr

(
x+ (x2 + 4e)1/2

2

)
for x ∈ IRn.

Proof. Note that F1(x), F2(x) and F3(x) are the SOC trace functions associated with

f1(t) = − ln t (t > 0), f2(t) = t−1 (t > 0) and f3(t) (t > 0), respectively, where

f3(t) =

{
tp+1−1
p+1

+ t1−q−1
q−1 if p ∈ [0, 1], q > 1,

tp+1−1
p+1

− ln t if p ∈ [0, 1], q = 1;

Next, F4(x) is the SOC trace function associated with f4(t) = − ln(1− t) (t < 1), F5(x)

is the SOC trace function associated with f5(t) = t
1−t (t < 1) by noting that

(e− x)−1 ◦ x =
λ1(x)

λ1(e− x)
u(1)x +

λ2(x)

λ2(e− x)
u(2)x ;

In addition, F6(x) and F7(x) are the SOC trace functions associated with f6(t) = exp(t)

(t ∈ IR) and f7(t) = ln(1 + exp(t)) (t ∈ IR), respectively, and F8(x) is the SOC trace

function associated with f8(t) = 1
2

(
t+
√
t2 + 4

)
(t ∈ IR). It is easy to verify that all

the functions f1-f8 have positive second-order derivatives in their respective domain, and

therefore F1-F8 are strictly convex functions by Proposition 1.5(b). �

The functions F1, F2 and F3 are the popular barrier functions which play a key role

in the development of interior point methods for SOCPs, see, e.g., [15, 20, 110, 124, 146],

where F3 covers a wide range of barrier functions, including the classical logarithmic

barrier function, the self-regular functions and the non-self-regular functions; see [15]

for details. The functions F4 and F5 are the popular shifted barrier functions [6, 7, 9]

for SOCPs, and F6-F8 can be used as penalty functions for second-order cone programs

(SOCPs), and these functions are added to the objective of SOCPs for forcing the solu-

tion to be feasible.

Besides the application in establishing convexity for SOC trace functions, the Schur

Complement Theorem can be employed to establish convexity of some compound func-

tions of SOC trace functions and scalar-valued functions, which are usually difficult
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to achieve by checking the definition of convexity directly. The following proposition

presents such an application.

Proposition 1.7. For any x ∈ Kn, let F9(x) := −[det(x)]1/p with p > 1. Then,

(a) F9 is twice continuously differentiable in int(Kn).

(b) F9 is convex when p ≥ 2, and moreover, it is strictly convex when p > 2.

Proof. (a) Note that−F9(x) = exp (p−1 ln(det(x))) for any x ∈ int(Kn), and ln(det(x)) =

f tr(x) with f(t) = ln(t) for t ∈ IR++. By Proposition 1.4(c), ln(det(x)) is twice contin-

uously differentiable in int(Kn). Hence −F9(x) is twice continuously differentiable in

int(Kn). The result then follows.

(b) In view of the continuity of F9, we only need to prove its convexity over int(Kn). By

part(a), we next achieve this goal by proving that the Hessian matrix ∇2F9(x) for any

x ∈ int(Kn) is positive semidefinite when p≥ 2, and positive definite when p > 2. Fix

any x ∈ int(Kn). From direct computations, we obtain

∇F9(x) = −1

p

[
(2x1)

(
x21 − ‖x2‖2

) 1
p
−1

(−2x2)
(
x21 − ‖x2‖2

) 1
p
−1

]

and

∇2F9(x) =
p− 1

p2
(det(x))

1
p
−2

 4x21 −
2p(x21−‖x2‖2)

p−1 −4x1x
T
2

−4x1x2 4x2x
T
2 +

2p(x21−‖x2‖2)
p−1 I

 .
Since x ∈ int(Kn), we have x1 > 0 and det(x) = x21 − ‖x2‖2 > 0, and therefore

a1(x) := 4x21 −
2p (x21 − ‖x2‖2)

p− 1
=

(
4− 2p

p− 1

)
x21 +

2p

p− 1
‖x2‖2.

We next proceed the arguments by the following two cases: a1(x) = 0 or a1(x) > 0.

Case 1: a1(x) = 0. Since p ≥ 2, under this case we must have x2 = 0, and consequently,

∇2F9(x) =
p− 1

p2
(x1)

2
p
−4
[

0 0

0 2p
p−1x

2
1I

]
� O.

Case 2: a1(x) > 0. Under this case, we calculate that[
4x21 −

2p (x21 − ‖x2‖2)
p− 1

] [
4x2x

T
2 +

2p (x21 − ‖x2‖2)
p− 1

I

]
− 16x21x2x

T
2

=
4p (x21 − ‖x2‖2)

p− 1

[
p− 2

p− 1
x21I +

p

p− 1
‖x2‖2I − 2x2x

T
2

]
. (1.17)
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Since the rank-one matrix 2x2x
T
2 has only one nonzero eigenvalue 2‖x2‖2, the matrix in

the bracket of the right hand side of (1.17) has one eigenvalue of multiplicity 1 given by

p− 2

p− 1
x21 +

p

p− 1
‖x2‖2 − 2‖x2‖2 =

p− 2

p− 1

(
x21 − ‖x2‖2

)
≥ 0,

and one eigenvalue of multiplicity n− 1 given by p−2
p−1x

2
1 + p

p−1‖x2‖
2 ≥ 0. Furthermore, we

see that these eigenvalues must be positive when p > 2 since x21 > 0 and x21 − ‖x2‖2 > 0.

This means that the matrix on the right hand side of (1.17) is positive semidefinite,

and moreover, it is positive definite when p > 2. Applying Lemma 1.1, we have that

∇2F9(x) � O, and furthermore ∇2F9(x) � O when p > 2.

Since a1(x) > 0 must hold when p > 2, the arguments above show that F9(x) is

convex over int(Kn) when p ≥ 2, and strictly convex over int(Kn) when p > 2. �

It is worthwhile to point out that det(x) is neither convex nor concave on Kn, and

it is difficult to argue the convexity of those compound functions involving det(x) by

the definition of convex function. But, our SOC trace function offers a simple way to

prove their convexity. Moreover, it helps on establishing more inequalities associated

with SOC. Some of these inequalities have been used to analyze the properties of SOC

function f
soc

[42] and the convergence of interior point methods for SOCPs [7].

Proposition 1.8. For any x �Kn 0 and y �Kn 0, the following inequalities hold.

(a) det(αx+ (1− α)y) ≥ (det(x))α(det(y))1−α for any 0 < α < 1.

(b) det(x+ y)1/p ≥ 2
2
p
−1 (det(x)1/p + det(y)1/p

)
for any p ≥ 2.

(c) det(αx+ (1− α)y) ≥ α2 det(x) + (1− α)2 det(y) for any 0 < α < 1.

(d) [det(e+ x)]1/2 ≥ 1 + det(x)1/2.

(e) det(x)1/2 = inf

{
1

2
tr(x ◦ y)

∣∣ det(y) = 1, y �Kn 0

}
. Furthermore, when x �Kn 0,

the same relation holds with inf replaced by min.

(f) tr(x ◦ y) ≥ 2 det(x)1/2 det(y)1/2.

Proof. (a) From Proposition 1.6(a), we know that ln(det(x)) is strictly concave in

int(Kn). With this, we have

ln(det(αx+ (1− α)y)) ≥ α ln(det(x)) + (1− α) ln(det(y))

= ln(det(x)α) + ln(det(x)1−α)

for any 0 < α < 1 and x, y ∈ int(Kn). This, together with the increasing of ln t (t > 0)

and the continuity of det(x), implies the desired result.
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(b) By Proposition 1.7(b), det(x)1/p is concave over Kn. Then, for any x, y ∈ Kn, we

have

det

(
x+ y

2

)1/p

≥ 1

2

[
det(x)1/p + det(y)1/p

]
⇐⇒ 2

[(
x1 + y1

2

)2

−
∥∥∥∥x2 + y2

2

∥∥∥∥2
]1/p
≥
(
x21 − ‖x2‖2

)1/p
+
(
y21 − ‖y2‖2

)1/p
⇐⇒

[
(x1 + y1)

2 − ‖x2 + y2‖2
]1/p ≥ 4

1
p

2

[(
x21 − ‖x2‖2

)1/p
+
(
y21 − ‖y2‖2

)1/p]
⇐⇒ det(x+ y)1/p ≥ 2

2
p
−1 (det(x)1/p + det(y)1/p

)
,

which is the desired result.

(c) Using the inequality in part(b) with p = 2, we have

det(x+ y)1/2 ≥ det(x)1/2 + det(y)1/2.

Squaring both sides yields

det(x+ y) ≥ det(x) + det(y) + 2 det(x)1/2 det(y)1/2 ≥ det(x) + det(y),

where the last inequality is by the nonnegativity of det(x) and det(y) since x, y ∈ Kn.

This together with the fact det(αx) = α2 det(x) leads to the desired result.

(d) This inequality is presented in Proposition 1.2(d). Nonetheless, we provide a different

approach by applying part(b) with p = 2 and the fact that det(e) = 1.

(e) From Proposition 1.3(b), we have

tr(x ◦ y) ≥ λ1(x)λ2(y) + λ1(y)λ2(x), ∀x, y ∈ IRn.

For any x, y ∈ Kn, this along with the arithmetic-geometric mean inequality implies that

tr(x ◦ y)

2
≥ λ1(x)λ2(y) + λ1(y)λ2(x)

2

≥
√
λ1(x)λ2(y)λ1(y)λ2(x)

= det(x)1/2 det(y)1/2,

which means that inf

{
1

2
tr(x ◦ y)

∣∣ det(y) = 1, y �Kn 0

}
= det(x)1/2 for a fixed x ∈ Kn.

If x �Kn 0, then we can verify that the feasible point y∗ = x−1√
det(x)

is such that
1

2
tr(x◦y∗) =

det(x)1/2, and the second part follows.

(f) Using part(e), for any x ∈ Kn and y ∈ int(Kn), we have

tr(x ◦ y)

2
√

det(y)
=

1

2
tr

(
x ◦ y√

det(y)

)
≥
√

det(x),
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which together with the continuity of det(x) and tr(x) implies that

tr(x ◦ y) ≥ 2 det(x)1/2 det(y)1/2, ∀x, y ∈ Kn.

Thus, we complete the proof. �

We close this section by remarking some extensions. Some of the inequalities in

Proposition 1.8 were established with the help of the Schwartz Inequality, see Proposition

1.2, whereas here we achieve the goal easily by using the convexity of SOC functions.

In particular, Proposition 1.8(b) has a stronger version shown as in Proposition 2.32 in

which p ≥ 2 is relaxed to p ≥ 1 and the proof is done by different approach. These

inequalities all have their counterparts for matrix inequalities [22, 75, 135]. For example,

Proposition 1.8(b) with p = 2, i.e., p being equal to the rank of Jordan algebra (IRn, ◦),
corresponds to the Minkowski Inequality of matrix setting:

det(A+B)1/n ≥ det(A)1/n + det(B)1/n

for any n × n positive semidefinite matrices A and B. Moreover, some inequalities in

Proposition 1.8 have been extended to symmetric cone setting [38] by using Euclidean

Jordan algebras. Proposition 1.6 and Proposition 1.7 have also generalized versions in

symmetric cone setting, see [36]. There will have SOC trace versions of Young, Hölder,

and Minkowski inequalities in Chapter 4.

1.3 Nonsmooth analysis of SOC functions

To explore the properties of the aforementioned SOC functions, we review some basic

concepts of vector-valued functions, including continuity, (local) Lipschitz continuity,

directional differentiability, differentiability, continuous differentiability, as well as (ρ-

order) semismoothness. In what follows, we consider a function F : IRk → IR`. We say

F is continuous at x ∈ IRk if

F (y)→ F (x) as y → x;

and F is continuous if F is continuous at every x ∈ IRk. F is strictly continuous (also

called ‘locally Lipschitz continuous’) at x ∈ IRk [134, Chap. 9] if there exist scalars κ > 0

and δ > 0 such that

‖F (y)− F (z)‖ ≤ κ‖y − z‖ ∀y, z ∈ IRk with ‖y − x‖ ≤ δ, ‖z − x‖ ≤ δ;

and F is strictly continuous if F is strictly continuous at every x ∈ IRk. If δ can be taken

to be ∞, then F is Lipschitz continuous with Lipschitz constant κ. Define the function

lipF : IRk → [0,∞] by

lipF (x) := lim sup
y,z→x
y 6=z

‖F (y)− F (z)‖
‖y − z‖

.
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Then, F is strictly continuous at x if and only if lipF (x) is finite.

We say F is directionally differentiable at x ∈ IRk if

F ′(x;h) := lim
t→0+

F (x+ th)− F (x)

t
exists ∀h ∈ IRk;

and F is directionally differentiable if F is directionally differentiable at every x ∈ IRk.

F is differentiable (in the Fréchet sense) at x ∈ IRk if there exists a linear mapping

∇F (x) : IRk → IR` such that

F (x+ h)− F (x)−∇F (x)h = o(‖h‖).

We say that F is continuously differentiable if F is differentiable at every x ∈ IRk and

∇F is continuous.

If F is strictly continuous, then F is almost everywhere differentiable by Rademacher’s

Theorem, see [54] and [134, Chapter 9J]. In this case, the generalized Jacobian ∂F (x) of

F at x (in the Clarke sense) can be defined as the convex hull of the generalized Jacobian

∂BF (x), where

∂BF (x) :=

{
lim
xj→x
∇F (xj)

∣∣F is differentiable at xj ∈ IRk

}
.

The notation ∂B is adopted from [129]. In [134, Chap. 9], the case of ` = 1 is considered

and the notations “∇̄” and “∂̄” are used instead of, respectively, “∂B” and “∂”.

Assume F : IRk → IR` is strictly continuous. We say F is semismooth at x if F is

directionally differentiable at x and, for any V ∈ ∂F (x+ h), we have

F (x+ h)− F (x)− V h = o(‖h‖).

We say F is ρ-order semismooth at x (0 < ρ <∞) if F is semismooth at x and, for any

V ∈ ∂F (x+ h), we have

F (x+ h)− F (x)− V h = O(‖h‖1+ρ).

We say F is semismooth (respectively, ρ-order semismooth) if F is semismooth (respec-

tively, ρ-order semismooth) at every x ∈ IRk. We say F is strongly semismooth if it is

1-order semismooth. Convex functions and piecewise continuously differentiable functions

are examples of semismooth functions. The composition of two (respectively, ρ-order)

semismooth functions is also a (respectively, ρ-order) semismooth function. The prop-

erty of semismoothness plays an important role in nonsmooth Newton methods [129, 130]

as well as in some smoothing methods [52, 64, 72]. For extensive discussions of semis-

mooth functions, see [63, 109, 130]. At last, we provide a diagram describing the relation

between smooth and nonsmooth functions in Figure 1.2.
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Figure 1.2: Relation between smooth and nonsmooth functions

Let IRn×n denote the space of n × n real matrices, equipped with the trace inner

product and the Frobenius norm

〈X, Y 〉F := tr[XTY ], ‖X‖F :=
√
〈X,X〉F ,

where X, Y ∈ IRn×n and tr[·] denotes the matrix trace, i.e., tr[X] =
∑n

i=1Xii. Let ø

denote the set of P ∈ IRn×n that are orthogonal, i.e., P T = P−1. Let Sn denote the sub-

space comprising those X ∈ IRn×n that are symmetric, i.e., XT = X. This is a subspace

of IRn×n with dimension n(n + 1)/2, which can be identified with IRn(n+1)/2. Thus, a

function mapping Sn to Sn may be viewed equivalently as a function mapping IRn(n+1)/2

to IRn(n+1)/2. We consider such a function below.

For any X ∈ Sn, its (repeated) eigenvalues λ1, · · · , λn are real and it admits a spectral

decomposition of the form:

X = P diag[λ1, · · · , λn]P T , (1.18)

for some orthogonal matrix P , where diag[λ1, · · · , λn] denotes the n×n diagonal matrix

with its ith diagonal entry λi. Then, for any function f : IR → IR, we can define a

corresponding function f
mat

: Sn → Sn [22, 76] by

f
mat

(X) := P diag[f(λ1), · · · , f(λn)]P T . (1.19)

It is known that f
mat

(X) is well-defined (independent of the ordering of λ1, . . . , λn and

the choice of P ) and belongs to Sn, see [22, Chap. V] and [76, Sec. 6.2]. Moreover, a

result of Daleckii and Krein showed that if f is continuously differentiable, then f
mat

is

differentiable and its Jacobian ∇fmat
(X) has a simple formula, see [22, Theorem V.3.3];

also see [51, Proposition 4.3].

In [50], f
mat

was used to develop non-interior continuation methods for solving semidef-

inite programs and semidefinite complementarity problems. A related method was stud-

ied in [86]. Further studies of f
mat

in the case of f(ξ) = |ξ| and f(ξ) = max{0, ξ} are
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given in [123, 140], obtaining results such as strong semismoothness, formulas for direc-

tional derivatives, and necessary/sufficient conditions for strong stability of an isolated

solution to semidefinite complementarity problem (SDCP).

The following key results are extracted from [51], which says that f
mat

inherits from

f the property of continuity (respectively, strict continuity, Lipschitz continuity, direc-

tional differentiability, differentiability, continuous differentiability, semismoothness, ρ-

order semismoothness).

Proposition 1.9. For any f : IR→ IR, the following results hold.

(a) f
mat

is continuous at an X ∈ Sn with eigenvalues λ1, · · · , λn if and only if f is

continuous at λ1, · · · , λn.

(b) f
mat

is directionally differentiable at an X ∈ Sn with eigenvalues λ1, · · · , λn if and

only if f is directionally differentiable at λ1, · · · , λn.

(c) f
mat

is differentiable at an X ∈ Sn with eigenvalues λ1, · · · , λn if and only if f is

differentiable at λ1, · · · , λn.

(d) f
mat

is continuously differentiable at an X ∈ Sn with eigenvalues λ1, · · · , λn if and

only if f is continuously differentiable at λ1, · · · , λn.

(e) f
mat

is strictly continuous at an X ∈ Sn with eigenvalues λ1, · · · , λn if and only if f

is strictly continuous at λ1, · · · , λn.

(f) f
mat

is Lipschitz continuous (with respect to ‖ · ‖F ) with constant κ if and only if f

is Lipschitz continuous with constant κ.

(g) f
mat

is semismooth if and only if f is semismooth. If f : IR → IR is ρ-order semis-

mooth (0 < ρ <∞), then f
mat

is min{1, ρ}-order semismooth.

The SOC function f
soc

defined as in (1.8) has a connection to the matrix-valued f
mat

given as in (1.19) via a special mapping. To see this, for any x = (x1, x2) ∈ IR × IRn−1,

we define a linear mapping from IRn to IRn as

Lx : IRn −→ IRn

y 7−→ Lxy :=

[
x1 xT2
x2 x1I

]
y.

(1.20)

It can be easily verified that x ◦ y = Lxy for all y ∈ IRn, and Lx is positive definite

(and hence invertible) if and only if x ∈ int(Kn). However, L−1x y 6= x−1 ◦ y, for some

x ∈ int(Kn) and y ∈ IRn, i.e., L−1x 6= Lx−1 . The mapping Lx will be used to relate f
soc

to f
mat

. For convenience, in the subsequent contexts, we sometimes omit the variable

notion x in λi(x) and u
(i)
x for i = 1, 2.
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Proposition 1.10. Let x = (x1, x2) ∈ IR× IRn−1 with spectral values λ1(x), λ2(x) given

by (1.3) and spectral vectors u
(1)
x , u

(2)
x given by (1.4). We denote z := x2 if x2 6= 0;

otherwise let z be any nonzero vector in IRn−1. Then, the following results hold.

(a) For any t ∈ IR, the matrix Lx + tMz has eigenvalues λ1(x), λ2(x), and x1 + t of

multiplicity n− 2, where

Mz :=

[
0 0

0 I − zzT

‖z‖2

]
(1.21)

(b) For any f : IR→ IR and any t ∈ IR, we have

f
soc

(x) = f
mat

(Lx + tMz)e. (1.22)

Proof. (a) It is straightforward to verify that, for any x = (x1, x2) ∈ IR × IRn−1, the

eigenvalues of Lx are λ1(x), λ2(x), as given by (1.3), and x1 of multiplicity n − 2. Its

corresponding orthonormal set of eigenvectors is

√
2u(1)x ,

√
2u(2)x , u(i)x = (0, u

(i)
2 ), i = 3, ..., n,

where u
(1)
x , u

(2)
x are the spectral vectors with w = z

‖z‖ whenever x2 = 0, and u
(3)
2 , · · · , u(n)2

is any orthonormal set of vectors that span the subspace of IRn−2 orthogonal to z. Thus,

Lx = Udiag[λ1(x), λ2(x), x1, · · · , x1]UT ,

where U :=
[ √

2u
(1)
x

√
2u

(2)
x u

(3)
x · · · u

(n)
x

]
. In addition, it is not hard to verify

using u
(i)
x = (0, u

(i)
2 ), i = 3, ..., n, that

U diag[0, 0, 1, · · · , 1]UT =

 0 0

0
n∑
i=3

u
(i)
2 (u

(i)
2 )T

 .
Since Q :=

[
z
‖z‖ u

(3)
2 · · · u(n)2

]
is an orthogonal matrix, we have

I = QQT =
zzT

‖z‖2
+

n∑
i=3

u
(i)
2 (u

(i)
2 )T

and hence
∑n

i=3 u
(i)
2 (u

(i)
2 )T = I − zzT

‖z‖2 . This together with (1.21) shows that

Udiag[0, 0, 1, ..., 1]UT = Mz.

Thus, we obtain

Lx + tMz = Udiag[λ1(x), λ2(x), x1 + t, · · · , x1 + t]UT , (1.23)
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which is the desired result.

(b) Using (1.23) yields

f
mat

(Lx + tMz)e = Udiag [f(λ1(x)), f(λ2(x)), f(x1 + t), · · · , f(x1 + t)]UT e

= f(λ1(x))u(1)x + f(λ2(x))u(2)x

= f
soc

(x),

where the second equality uses the special form of U . Then, the proof is complete. �
Of particular interest is the choice of t = ±‖x2‖, for which Lx + tMx2 has eigenvalues

λ1(x), λ2(x) with some multiplicities. More generally, for any f, g : IR → IR+, any

h : IR+ → IR and any x = (x1, x2) ∈ IR× IRn−1, we have

h
soc (

f
soc

(x) + g(µ)e
)

= h
mat
(
f

mat

(Lx) + g(µ)I
)
e.

In particular, the spectral values of f
soc

(x) and g(µ)e are nonnegative, as are the eigen-

values of f
mat

(Lx) and g(µ)I, so both sides are well-defined. Moreover, taking

f(ξ) = ξ2, g(µ) = µ2, h(ξ) = ξ1/2

leads to (
x2 + µ2e

)1/2
=
(
L2
x + µ2I

)1/2
e.

It was shown in [142] that (X,µ) 7→ (X2 + µ2I)1/2 is strongly semismooth. Then, it fol-

lows from the above equation that (x, µ) 7→ (x2 + µ2e)
1/2

is strongly semismooth. This

provides an alternative and indeed shorter proof for [52, Theorem 4.2].

Now, we use the results of Proposition 1.9 and Proposition 1.10 to show that if

f : IR→ IR has the property of continuity (respectively, strict continuity, Lipschitz con-

tinuity, directional differentiability, differentiability, continuous differentiability, semis-

moothness, ρ-order semismoothness), then so does the vector-valued function f
soc

.

Proposition 1.11. For any f : IR → IR, let f
soc

be its corresponding SOC function

defined as in (1.8). Then, the following results hold.

(a) f
soc

is continuous at an x ∈ S with spectral values λ1(x), λ2(x) if and only if f is

continuous at λ1(x), λ2(x).

(b) f
soc

is continuous if and only if f is continuous.

Proof. (a) Suppose f is continuous at λ1(x), λ2(x). If x2 = 0, then x1 = λ1(x) = λ2(x)

and, by Proposition 1.10(a), Lx has eigenvalue of λ1(x) = λ2(x) of multiplicity n. Then,

applying Proposition 1.9(a), f
mat

is continuous at Lx. Since Lx is continuous in x,

Proposition 1.10(b) yields that f
soc

(x) = f
mat

(Lx)e is continuous at x. If x2 6= 0, then,

by Proposition 1.10(a), Lx + ‖x2‖Mx2 has eigenvalue of λ1(x) of multiplicity 1 and λ2(x)
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of multiplicity n − 1. Then, by Proposition 1.9(a), f
mat

is continuous at Lx + ‖x2‖Mx2 .

Since x 7→ Lx+‖x2‖Mx2 is continuous at x, Proposition 1.10(b) yields that x 7→ f
soc

(x) =

f
mat

(Lx + ‖x2‖Mx2)e is continuous at x.

For the other direction, suppose f
soc

is continuous at x with spectral values λ1(x), λ2(x),

and spectral vectors u
(1)
x , u

(2)
x . For any µ1 ∈ IR, let

y := µ1u
(1)
x + λ2(x)u(2)x .

We first claim that the spectral decomposition of y is

y =

{
µ1u

(1)
x + λ2(x)u

(2)
x if µ1 ≤ λ2(x),

λ1(x)u
(1)
x + µ1u

(2)
x if µ1 > λ2(x).

To ratify this assertion, we write out y = µ1u
(1)
x + λ2(x)u

(2)
x as (y1, y2), which means

y1 = 1
2

(λ2(x) + µ1) and ‖y2‖ = 1
2
|λ2(x)− µ1|. Then, we have u

(1)
y = u

(1)
x , u

(2)
y = u

(2)
x ,

and

λ1(y) = y1 − ‖y2‖ =

{
µ1 if µ1 ≤ λ2(x),

λ2(x) if µ1 > λ2(x).

λ2(y) = y1 + ‖y2‖ =

{
λ2(x) if µ1 ≤ λ2(x),

µ1 if µ1 > λ2(x).

Thus, the assertion is proved, which says y → x as µ1 → λ1(x). Since f
soc

is continuous

at x, we have

f(µ1)u
(1)
x + f(λ2(x))u(2)x = f

soc

(y)→ f
soc

(x) = f(λ1(x))u(1)x + f(λ2(x))u(2)x .

Due to u
(1)
x 6= 0, this implies f(µ1)→ f(λ1(x)) as µ1 → λ1(x). Thus, f is continuous at

λ1(x). A similar argument shows that f is continuous at λ2(x).

(b) This is an immediate consequence of part(a). �

The “if” direction of Proposition 1.11(a) can alternatively be proved using the Lip-

schitzian property of the spectral values (see Property 1.4) and an upper Lipschitzian

property of the spectral vectors. However, this alternative proof is more complicated. If

f has a power series expansion, then so does f
soc

, with the same coefficients of expansion,

see [64, Proposition 3.1].

By using Proposition 1.10 and Proposition 1.9(b), we have the following directional

differentiability result for f
soc

, together with a computable formula for the directional

derivative of f
soc

. In the special case of f(·) = max{0, ·}, for which f
soc

(x) corresponds

to the projection of x onto Kn, an alternative formula expressing the directional derivative

as the unique solution to a certain convex program is given in [123, Proposition 13].

Proposition 1.12. For any f : IR → IR, let f
soc

be its corresponding SOC function

defined as in (1.8). Then, the following results hold.
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(a) f
soc

is directionally differentiable at an x = (x1, x2) ∈ IR× IRn−1 with spectral values

λ1(x), λ2(x) if and only if f is directionally differentiable at λ1(x), λ2(x). Moreover,

for any nonzero h = (h1, h2) ∈ IR× IRn−1, we have(
f

soc)′
(x;h) = f ′(x1;h1)e

if x2 = 0 and h2 = 0;

(
f

soc)′
(x;h) =

1

2
f ′(x1;h1−‖h2‖)

(
1,
−h2
‖h2‖

)
+

1

2
f ′(x1;h1+‖h2‖)

(
1,

h2
‖h2‖

)
(1.24)

if x2 = 0 and h2 6= 0; otherwise

(
f

soc)′
(x;h) =

1

2
f ′
(
λ1(x);h1 −

xT2 h2
‖x2‖

)(
1,
−x2
‖x2‖

)
− f(λ1(x))

2‖x2‖
Mx2h

+
1

2
f ′
(
λ2(x);h1 +

xT2 h2
‖x2‖

)(
1,

x2
‖x2‖

)
+
f(λ2(x))

2‖x2‖
Mx2h. (1.25)

(b) f
soc

is directionally differentiable if and only if f is directionally differentiable.

Proof. (a) Suppose f is directionally differentiable at λ1(x), λ2(x). If x2 = 0, then

x1 = λ1(x) = λ2(x) and, by Proposition 1.10(a), Lx has eigenvalue of x1 of multiplicity

n. Then, by Proposition 1.9(b), f
mat

is directionally differentiable at Lx. Since Lx is

differentiable in x, Proposition 1.10(b) yields that f
soc

(x) = f
mat

(Lx)e is directionally

differentiable at x. If x2 6= 0, then, by Proposition 1.10(a), Lx + ‖x2‖Mx2 has eigenvalue

of λ1(x) of multiplicity 1 and λ2(x) of multiplicity n−1. Then, by Proposition 1.9(b), f
mat

is directionally differentiable at Lx + ‖x2‖Mx2 . Since x 7→ Lx + ‖x2‖Mx2 is differentiable

at x, Proposition 1.10(b) yields that x 7→ f
soc

(x) = f
mat

(Lx + ‖x2‖Mx2)e is directionally

differentiable at x.

Fix any nonzero h = (h1, h2) ∈ IR × IRn−1. Below we calculate (f
soc

)′(x;h). Suppose

x2 = 0. Then, λ1(x) = λ2(x) = x1 and the spectral vectors u(1), u(2) sum to e = (1, 0).

If h2 = 0, then for any t > 0, x + th has the spectral values µ1 = µ2 = x1 + th1 and its

spectral vectors v(1), v(2) sum to e = (1, 0). Thus,

f
soc

(x+ th)− f soc
(x)

t

=
1

t

(
f(µ1)v

(1) + f(µ2)v
(2) − f(λ1(x))u(1) − f(λ2(x))u(2)

)
=

f(x1 + th1)− f(x1)

t
e

→ f ′(x1;h1)e as t→ 0+.

If h2 6= 0, then for any t > 0, x+ th has the spectral values µi = (x1 + th1) + (−1)it‖h2‖
and spectral vectors v(i) = 1

2
(1, (−1)ih2/‖h2‖), i = 1, 2. Moreover, since x2 = 0, we can
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choose u(i) = v(i) for i = 1, 2. Thus,

f
soc

(x+ th)− f soc
(x)

t

=
1

t

(
f(µ1)v

(1) + f(µ2)v
(2) − f(λ1)v

(1) − f(λ2)v
(2)
)

=
f(x1 + t(h1 − ‖h2‖))− f(x1)

t
v(1) +

f(x1 + t(h1 + ‖h2‖))− f(x1)

t
v(2)

→ f ′(x1;h1 − ‖h2‖)v(1) + f ′(x1;h1 + ‖h2‖)v(2) as t→ 0+.

This together with v(i) = 1
2
(1, (−1)ih2/‖h2‖), i = 1, 2, yields (1.24). Suppose x2 6= 0.

Then, λi(x) = x1 + (−1)i‖x2‖ and the spectral vectors are u(i) = 1
2
(1, (−1)ix2/‖x2‖),

i = 1, 2. For any t > 0 sufficiently small so that x2+th2 6= 0, x+th has the spectral values

µi = x1+th1+(−1)i‖x2+th2‖ and spectral vectors v(i) = 1
2
(1, (−1)i(x2+th2)/‖x2+th2‖),

i = 1, 2. Thus,

f
soc

(x+ th)− f soc
(x)

t

=
1

t

(
f(µ1)v

(1) + f(µ2)v
(2) − f(λ1(x))u(1) − f(λ2(x))u(2)

)
=

1

t

(
1

2
f(x1 + th1 − ‖x2 + th2‖)(1,−

x2 + th2
‖x2 + th2‖

)− 1

2
f(λ1(x))(1,− x2

‖x2‖
)

+
1

2
f(x1 + th1 + ‖x2 + th2‖)(1,

x2 + th2
‖x2 + th2‖

)− 1

2
f(λ2(x))(1,

x2
‖x2‖

)

)
. (1.26)

We now focus on the individual terms in (1.26). Since

‖x2 + th2‖ − ‖x2‖
t

=
‖x2 + th2‖2 − ‖x2‖2

(‖x2 + th2‖+ ‖x2‖)t
=

2xT2 h2 + t‖h2‖2

‖x2 + th2‖+ ‖x2‖
→ xT2 h2
‖x2‖

as t→ 0+,

we have

1

t

(
f(x1 + th1 − ‖x2 + th2‖)− f(λ1(x))

)
=

1

t

(
f

(
λ1(x) + t

(
h1 −

‖x2 + th2‖ − ‖x2‖
t

))
− f(λ1(x))

)
→ f ′

(
λ1(x);h1 −

xT2 h2
‖x2‖

)
as t→ 0+.

Similarly, we find that

1

t

(
f(x1 + th1 + ‖x2 + th2‖)− f(λ2(x))

)
→ f ′

(
λ2(x);h1 +

xT2 h2
‖x2‖

)
as t→ 0+.
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Also, letting Φ(x2) = x2/‖x2‖, we have that

1

t

(
x2 + th2
‖x2 + th2‖

− x2
‖x2‖

)
=

Φ(x2 + th2)− Φ(x2)

t
→ ∇Φ(x2)h2 as t→ 0+.

Combining the above relations with (1.26) and using a product rule, we obtain that

lim
t→0+

f
soc

(x+ th)− f soc
(x)

t

=
1

2

(
f ′
(
λ1(x);h1 −

xT2 h2
‖x2‖

)(
1,
−x2
‖x2‖

)
− f(λ1(x))(0,∇Φ(x2)h2)

)
+

1

2

(
f ′
(
λ2(x);h1 +

xT2 h2
‖x2‖

)(
1,

x2
‖x2‖

)
+ f(λ2(x))(0,∇Φ(x2)h2)

)
.

Using ∇Φ(x2)h2 = 1
‖x2‖

(
I − x2xT2

‖x2‖2

)
h2 so that (0,∇Φ(x2)h2) = 1

‖x2‖Mx2h yields (1.25).

Suppose f
soc

is directionally differentiable at x with spectral eigenvalues λ1(x), λ2(x) and

spectral vectors u
(1)
x , u

(2)
x . For any direction d1 ∈ IR, let

h := d1u
(1)
x .

Since x = λ1(x)u
(1)
x + λ2(x)u

(2)
x , this implies x + th = (λ1(x) + td1)u

(1)
x + λ2(x)u

(2)
x , so

that
f

soc
(x+ th)− f soc

(x)

t
=
f(λ1(x) + td1)− f(λ1(x))

t
u(1).

Since f
soc

is directionally differentiable at x, the above difference quotient has a limit as

t→ 0+. Since u(1) 6= 0, this implies that

lim
t→0+

f(λ1(x) + td1)− f(λ1(x))

t
exists.

Hence, f is directionally differentiable at λ1(x). A similar argument shows f is direction-

ally differentiable at λ2(x).

(b) This is an immediate consequence of part(a). �

Proposition 1.13. Let x ∈ IRn with spectral values λ1(x), λ2(x) given by (1.3). For any

f : IR → IR, let f
soc

be its corresponding SOC function defined as in (1.8). Then, the

following results hold.

(a) f
soc

is differentiable at an x = (x1, x2) ∈ IR× IRn−1 with spectral values λ1, λ2 if and

only if f is differentiable at λ1, λ2. Moreover,

∇f soc

(x) = f ′(x1)I (1.27)
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if x2 = 0, and otherwise

∇f soc

(x) =

[
b c xT2 /‖x2‖

c x2/‖x2‖ aI + (b− a)x2x
T
2 /‖x2‖2

]
, (1.28)

where

a =
f(λ2)− f(λ1)

λ2 − λ1
, b =

1

2
(f ′(λ2) + f ′(λ1)) , c =

1

2
(f ′(λ2)− f ′(λ1)) . (1.29)

(b) f
soc

is differentiable if and only if f is differentiable.

Proof. (a) The proof of the “if” direction is identical to the proof of Proposition 1.12,

but with “directionally differentiable” replaced by “differentiable” and with Proposition

1.9(b) replaced by Proposition 1.9(c). The formula for ∇f soc
(x) is from [64, Proposition

5.2].

To prove the “only if” direction, suppose f
soc

is differentiable at x. Then, for each i = 1, 2,

f
soc

(x+ tu(i))− f soc
(x)

t
=
f(λi(x) + t)− f(λi(x))

t
u(i)

has a limit as t→ 0. Since u(i) 6= 0, this implies that

lim
t→0

f(λi(x) + t)− f(λi(x))

t
exists.

Hence, f is differentiable at λi(x) for i = 1, 2.

(b) This is an immediate consequence of part(a). �

We next have the following continuous differentiability result for f
soc

based on Propo-

sition 1.9(d) and Proposition 1.10. Again, we sometimes omit the variable notation x in

λi(x) and u
(i)
x for i = 1, 2.

Proposition 1.14. Let x ∈ IRn with spectral values λ1(x), λ2(x) given by (1.3). For any

f : IR → IR, let f
soc

be its corresponding SOC function defined as in (1.8). Then, the

following results hold.

(a) f
soc

is continuously differentiable at an x = (x1, x2) ∈ IR× IRn−1 with spectral values

λ1, λ2 if and only if f is continuously differentiable at λ1, λ2.

(b) f
soc

is continuously differentiable if and only if f is continuously differentiable.

Proof. (a) The proof of the “if” direction is identical to the proof of Proposition 1.11,

but with “continuous” replaced by “continuously differentiable” and with Proposition

1.9(a) replaced by Proposition 1.9(d). Alternatively, we note that (1.28) is continuous at
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any x with x2 6= 0. The case of x2 = 0 can be checked by taking y = (y1, y2) → x and

considering the two cases: y2 = 0 or y2 6= 0.

Conversely, suppose f
soc

is continuously differentiable at an x = (x1, x2) ∈ IR × IRn−1

with spectral values λ1(x), λ2(x). Then, by Proposition 1.13, f is differentiable in

neighborhoods around λ1(x), λ2(x). If x2 = 0, then λ1(x) = λ2(x) = x1 and (1.27)

yields ∇f soc
(x) = f ′(x1)I. For any h1 ∈ IR, let h := (h1, 0). Then, ∇f soc

(x + h) =

f ′(x1 + h1)I. Since ∇f soc
is continuous at x, then limh1→0 f

′(x1 + h1)I = f ′(x1)I, imply-

ing limh1→0 f
′(x1 + h1) = f ′(x1). Thus, f ′ is continuous at x1. If x2 6= 0, then ∇f soc

(x)

is given by (1.28) with a, b, c given by (1.29). For any h1 ∈ IR, let h := (h1, 0). Then,

x+ h = (x1 + h1, x2) has spectral values µ1 := λ1(x) + h1, µ2 := λ2(x) + h1. By (1.28),

∇f soc

(x+ h) =

[
β χ xT2 /‖x2‖

χ x2/‖x2‖ αI + (β − α)x2x
T
2 /‖x2‖2

]
,

where

α =
f(µ2)− f(µ1)

µ2 − µ1

, β =
1

2
(f ′(µ2) + f ′(µ1)) , χ =

1

2
(f ′(µ2)− f ′(µ1)) .

Since ∇f soc
is continuous at x so that limh→0∇f

soc
(x + h) = ∇f soc

(x) and x2 6= 0, we

see from comparing terms that β → b and χ→ c as h→ 0. This means that

f ′(µ2) + f ′(µ1)→ f ′(λ2) + f ′(λ1) and f ′(µ2)− f ′(µ1)→ f ′(λ2)− f ′(λ1) as h1 → 0.

Adding and subtracting the above two limits and we obtain

f ′(µ1)→ f ′(λ1) and f ′(µ2)→ f ′(λ2) as h1 → 0.

Since µ1 = λ1(x) + h1, µ2 = λ2(x) + h1, this shows that f ′ is continuous at λ1(x), λ2(x).

(b) This is an immediate consequence of part(a). �
In the case where f = g′ for some differentiable g, Proposition 1.9(d) is a special case

of [101, Theorem 4.2]. This raises the question of whether an SOC analog of the second

derivative results in [101] holds.

We now study the strict continuity and Lipschitz continuity properties of f
soc

. The

proof is similar to that of [51, Proposition 4.6], but with a different estimation of∇(f ν)
soc

.

We begin with the following lemma, which is analogous to a result of Weyl for eigenvalues

of symmetric matrices, e.g., [22, page 63], [75, page 367].

We also need the following result of Rockafellar and Wets [134, Theorem 9.67].

Lemma 1.2. Suppose f : IRk → IR is strictly continuous. Then, there exist continuously

differentiable functions f ν : IRk → IR, ν = 1, 2, . . . , converging uniformly to f on any

compact set C in IRk and satisfying

∇f ν(x) ≤ sup
y∈C

lipf(y) ∀x ∈ C, ∀ν.
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Lemma 1.2 is slightly different from the original version given in [134, Theorem 9.67].

In particular, the second part of Lemma 1.2 is not contained in [134, Theorem 9.67], but

is implicit in its proof. This second part is needed to show that strict continuity and

Lipschitz continuity are inherited by f
soc

from f . We note that Proposition 1.9(e),(f)

and Proposition 1.10 can be used to give a short proof of strict continuity and Lipschitz

continuity of f
soc

, but the Lipschitz constant would not be sharp. In particular, the

constant would be off by a multiplicative factor of
√
n due to ‖Lx‖F ≤

√
n‖x‖ for all

x ∈ IRn. Also, spectral vectors do not behave in a (locally) Lipschitzian manner, so we

cannot use (1.8) directly.

Proposition 1.15. Let x ∈ IRn with spectral values λ1(x), λ2(x) given by (1.3). For any

f : IR → IR, let f
soc

be its corresponding SOC function defined as in (1.8). Then, the

following results hold.

(a) f
soc

is strictly continuous at an x ∈ IRn with spectral values λ1, λ2 if and only if f is

strictly continuous at λ1, λ2.

(b) f
soc

is strictly continuous if and only if f is strictly continuous.

(c) f
soc

is Lipschitz continuous (with respect to ‖ · ‖) with constant κ if and only if f is

Lipschitz continuous with constant κ.

Proof. (a) “if” Suppose f is strictly continuous at λ1, λ2. Then, there exist κi > 0 and

δi > 0 for i = 1, 2, such that

|f(ξ)− f(ζ)| ≤ κi|ξ − ζ|, ∀ξ, ζ ∈ [λi − δi, λi + δi].

Let δ̄ := min{δ1, δ2} and

C := [λ1 − δ̄, λ1 + δ̄] ∪ [λ2 − δ̄, λ2 + δ̄] .

We define f̃ : IR → IR to be the function that coincides with f on C; and is linearly

extrapolated at the boundary points of C on IR \ C. In other words,

f̃(ξ) =


f(ξ) if ξ ∈ C,
(1− t)f(λ1 + δ̄) + tf(λ2 − δ̄) if λ1 + δ̄ < λ2 − δ̄ and, for some t ∈ (0, 1),

ξ = (1− t)(λ1 + δ̄) + t(λ2 − δ̄),
f(λ1 − δ̄) if ξ < λ1 − δ̄,
f(λ2 + δ̄) if ξ > λ2 + δ̄.

From the above, we see that f̃ is Lipschitz continuous, so that there exists a scalar κ > 0

such that lipf̃(ξ) ≤ κ for all ξ ∈ IR. Since C is compact, by Lemma 1.2, there exist

continuously differentiable functions f ν : IR→ IR, ν = 1, 2, . . . , converging uniformly to

f̃ and satisfying

|(f ν)′(ξ)| ≤ κ ∀ξ ∈ C, ∀ν . (1.30)
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Let δ := 1√
2
δ̄, so by Property 1.4, C contains two spectral values of any y ∈ B(x, δ).

Moreover, for any w ∈ B(x, δ) with spectral factorization

w = µ1u
(1) + µ2u

(2) ,

we have µ1, µ2 ∈ C and∥∥(f ν)
soc

(w)− f soc

(w)
∥∥2 = ‖(f ν(µ1)− f(µ1))u

(1) + (f ν(µ2)− f(µ2))u
(2)‖2

=
1

2
|f ν(µ1)− f(µ1)|2 +

1

2
|f ν(µ2)− f(µ2)|2 , (1.31)

where we use ‖u(i)‖2 = 1/2 for i = 1, 2, and (u(1))Tu(2) = 0. Since {f ν}∞ν=1 converges

uniformly to f on C, equation (1.31) shows that {(f ν)soc}∞ν=1 converges uniformly to f
soc

on B(x, δ). Moreover, for all w = (w1, w2) ∈ B(x, δ) and all ν, we have from Proposition

1.13 that ∇(f ν)
soc

(w) = (f ν)′(w1)I if w2 = 0, in which case ∇(f ν)
soc

(w) = |(f ν)′(w1)| ≤
κ. Otherwise w2 6= 0 and

∇(f ν)
soc

(w) =

[
b c wT2 /‖w2‖

c w2/‖w2‖ aI + (b− a)w2w
T
2 /‖w2‖2

]
,

where a, b, c are given by (1.29) but with λ1, λ2 replaced by µ1, µ2, respectively. If c = 0,

the above matrix has the form bI + (a − b)Mw2 . Since Mw2 has eigenvalues of 0 and 1,

this matrix has eigenvalues of b and a. Thus,∥∥∇(f ν)
soc

(w)
∥∥ = max{|a|, |b|} ≤ κ.

If c 6= 0, the above matrix has the form c
‖w2‖Lz+(a−b)Mw2 = c

‖w2‖ (Lz + (a− b)‖w2‖c−1Mw2) ,

where z = (b‖w2‖/c, w2). By Proposition 1.10, this matrix has eigenvalues of b ± c and

a. Thus,
∥∥∇(f ν)

soc
(w)
∥∥ = max{|b+ c|, |b− c|, |a|} ≤ κ. In all cases, we have∥∥∇(f ν)

soc

(w)
∥∥ ≤ κ. (1.32)

Fix any y, z ∈ B(x, δ) with y 6= z. Since {(f ν)soc}∞ν=1 converges uniformly to f
soc

on

B(x, δ), for any ε > 0 there exists an integer ν0 such that for all ν ≥ ν0 we have

‖(f ν)soc

(w)− f soc

(w)‖ ≤ ε‖y − z‖, ∀w ∈ B(x, δ).

Since f ν is continuously differentiable, then Proposition 1.14 shows that (f ν)
soc

is also

continuously differentiable for all ν. Thus, by inequality (1.32) and the mean value

theorem for continuously differentiable functions, we have

‖f soc

(y)− f soc

(z)‖
= ‖f soc

(y)− (f ν)
soc

(y) + (f ν)
soc

(y)− (f ν)
soc

(z) + (f ν)
soc

(z)− f soc

(z)‖
≤ ‖f soc

(y)− (f ν)
soc

(y)‖+ ‖(f ν)soc

(y)− (f ν)
soc

(z)‖+ ‖(f ν)soc

(z)− f soc

(z)‖

≤ 2ε‖y − z‖+ ‖
∫ 1

0

∇(f ν)
soc

(z + τ(y − z))(y − z)dτ‖

≤ (κ+ 2ε)‖y − z‖ .
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Since y, z ∈ B(x, δ) and ε is arbitrary, this yields∥∥f soc

(y)− f soc

(z)
∥∥ ≤ κ‖y − z‖ ∀y, z ∈ B(x, δ). (1.33)

Hence, f
soc

is strictly continuous at x.

“only if” Suppose instead that f
soc

is strictly continuous at x with spectral values λ1, λ2
and spectral vectors u(1), u(2). Then, there exist scalars κ > 0 and δ > 0 such that (1.33)

holds. For any i ∈ {1, 2} and any ψ, ζ ∈ [λi − δ, λi + δ], let

y := x+ (ψ − λi)u(i), z := x+ (ζ − λi)u(i).

Then, ‖y− x‖ = |ψ−λi|/
√

2 ≤ δ and ‖z− x‖ = |ζ −λi|/
√

2 ≤ δ, so it follows from (1.8)

and (1.33) that

|f(ψ)− f(ζ)| =
√

2‖f soc

(y)− f soc

(z)‖
≤
√

2κ‖y − z‖
= κ|ψ − ζ|.

This shows that f is strictly continuous at λ1, λ2.

(b) This is an immediate consequence of part(a).

(c) Suppose f is Lipschitz continuous with constant κ > 0. Then lipf(ξ) ≤ κ for all

ξ ∈ IR. Fix any x ∈ IRn with spectral values λ1, λ2. For any scalar δ > 0, let

C := [λ1 − δ, λ1 + δ] ∪ [λ2 − δ, λ2 + δ] .

Then, as in the proof of part (a), we obtain that (1.33) holds. Since the choice of δ > 0

was arbitrary and κ is independent of δ, this implies that

‖f soc

(y)− f soc

(z)‖ ≤ κ‖y − z‖ ∀y, z ∈ IRn .

Hence, f
soc

is Lipschitz continuous with Lipschitz constant κ.

Suppose instead that f
soc

is Lipschitz continuous with constant κ > 0. Then, for any

ξ, ζ ∈ IR we have

|f(ξ)− f(ζ)| =
∥∥f soc

(ξe)− f soc

(ζe)
∥∥

≤ κ‖ξe− ζe‖
= κ|ξ − ζ|,

which says f is Lipschitz continuous with constant κ. �

Suppose f : IR→ IR is strictly continuous. Then, by Proposition 1.15, f
soc

is strictly

continuous. Hence, ∂Bf
soc

(x) is well-defined for all x ∈ IRn. The following lemma studies

the structure of this generalized Jacobian.
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Lemma 1.3. Let f : IR → IR be strictly continuous. Then, for any x ∈ IRn, the

generalized Jacobian ∂Bf
soc

(x) is well-defined and nonempty. Moreover, if x2 6= 0, then

∂Bf
soc

(x) equals the following set{[
b c xT2 /‖x2‖

c x2/‖x2‖ aI + (b− a)x2x
T
2 /‖x2‖2

] ∣∣∣ a =
f(λ2)− f(λ1)

λ2 − λ1
,
b+ c ∈ ∂Bf(λ2)

b− c ∈ ∂Bf(λ1)

}
,

(1.34)

where λ1, λ2 are the spectral values of x. If x2 = 0, then ∂Bf
soc

(x) is a subset of the

following set{[
b c wT

c w aI + (b− a)wwT

] ∣∣∣ a ∈ ∂f(x1), b± c ∈ ∂Bf(x1), ‖w‖ = 1

}
. (1.35)

Proof. Suppose x2 6= 0. For any sequence {xk}∞k=1 → x with f
soc

differentiable at xk,

we have from Proposition 1.13 that {λki }∞k=1 → λi with f differentiable at λki , i = 1, 2,

where λk1, λk2 are the spectral values of xk. Since any cluster point of {f ′(λki )}∞k=1 is

in ∂Bf(λi), it follows from the gradient formula (1.28)-(1.29) that any cluster point of

{∇f soc
(xk)}∞k=1 is an element of (1.34). Conversely, for any b, c with b − c ∈ ∂Bf(λ1),

b + c ∈ ∂Bf(λ2), there exist {λk1}∞k=1 → λ1, {λk2}∞k=1 → λ2 with f differentiable at λk1, λ
k
2

and {f ′(λk1)}∞k=1 → b− c, {f ′(λk2)}∞k=1 → b+ c. Since λ2 > λ1, by taking k large, we can

assume that λk2 ≥ λk1 for all k. Let

xk1 =
1

2
(λk2 + λk1), xk2 =

1

2
(λk2 − λk1)

x2
‖x2‖

, xk = (xk1, x
k
2).

Then, {xk}∞k=1 → x and, by Proposition 1.13, f
soc

is differentiable at xk. Moreover,

the limit of {∇f soc
(xk)}∞k=1 is an element of (1.34) associated with the given b, c. Thus

∂Bf
soc

(x) equals (1.34).

Suppose x2 = 0. Consider any sequence {xk}∞k=1 = {(xk1, xk2)}∞k=1 → x with f
soc

differen-

tiable at xk for all k. By passing to a subsequence, we can assume that either xk2 = 0

for all k or xk2 6= 0 for all k. If xk2 = 0 for all k, Proposition 1.13 yields that f is dif-

ferentiable at xk1 and ∇f soc
(xk) = f ′(xk1)I. Hence, any cluster point of {∇f soc

(xk)}∞k=1

is an element of (1.35) with a = b ∈ ∂Bf(x1) ⊆ ∂f(x1) and c = 0. If xk2 6= 0 for all

k, by further passing to a subsequence, we can assume without loss of generality that

{xk2/‖xk2‖}∞k=1 → w for some w with ‖w‖ = 1. Let λk1, λk2 be the spectral values of xk and

let ak, bk, ck be the coefficients given by (1.29) corresponding to λk1, λk2. We can similarly

prove that b ± c ∈ ∂Bf(x1), where (b, c) is any cluster point of {(bk, ck)}∞k=1. Also, by a

mean-value theorem of Lebourg [54, Proposition 2.3.7],

ak =
f(λk2)− f(λk1)

λk2 − λk1
∈ ∂f(λ̂k)

for some λ̂k in the interval between λk2 and λk1. Since f is strictly continuous so that

∂f is upper semicontinuous [54, Proposition 2.1.5] or, equivalently, outer semicontinuous
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[134, Proposition 8.7], this together with λki → x1, i = 1, 2, implies that any cluster point

of {ak}∞k=1 belongs to ∂f(x1). Then, the gradient formula (1.28)-(1.29) yields that any

cluster point of {∇f soc
(xk)}∞k=1 is an element of (1.35). �

Below we refine Lemma 1.3 to characterize ∂Bf
soc

(x) completely for two special cases

of f . In the first case, the directional derivative of f has a one-sided continuity property,

and our characterization is analogous to [51, Proposition 4.8] for the matrix-valued func-

tion f
mat

. However, despite Proposition 1.10, our characterization cannot be deduced

from [51, Proposition 4.8] and hence is proved directly. The second case is an example

from [134, page 304]. Our analysis shows that the structure of ∂Bf
soc

(x) depends on f

in a complicated way. In particular, in both cases, ∂Bf
soc

(x) is a proper subset of (1.35)

when x2 = 0.

In what follows we denote the right- and left-directional derivative of f : IR→ IR by

f ′+(ξ) := lim
ζ→ξ+

f(ζ)− f(ξ)

ζ − ξ
, f ′−(ξ) := lim

ζ→ξ−

f(ζ)− f(ξ)

ζ − ξ
.

Lemma 1.4. Suppose f : IR → IR is strictly continuous and directionally differentiable

function with the property that

lim
ζ,ν→ξσ
ζ 6=ν

f(ζ)− f(ν)

ζ − ν
= lim

ζ→ξσ
ζ∈Df

f ′(ζ) = f ′σ(ξ), ∀ξ ∈ IR, σ ∈ {−,+}, (1.36)

where Df = {ξ ∈ IR|f is differentiable at ξ}. Then, for any x = (x1, 0) ∈ IR × IRn−1,

∂Bf(x1) = {f ′−(x1), f
′
+(x1)}, and ∂Bf

soc
(x) equals the following set{[

b c wT

c w aI + (b− a)wwT

] ∣∣∣ either a = b ∈ ∂Bf(x1), c = 0

or a ∈ ∂f(x1), b− c = f ′−(x1), b+ c = f ′+(x1)
, ‖w‖ = 1

}
.

(1.37)

Proof. By (1.36), ∂Bf(x1) = {f ′−(x1), f
′
+(x1)}. Consider any sequence {xk}∞k=1 → x with

f
soc

differentiable at xk = (xk1, x
k
2) for all k. By passing to a subsequence, we can assume

that either xk2 = 0 for all k or xk2 6= 0 for all k.

If xk2 = 0 for all k, Proposition 1.13 yields that f is differentiable at xk1 and ∇f soc
(xk) =

f ′(xk1)I. Hence, any cluster point of {∇f soc
(xk)}∞k=1 is an element of (1.37) with a = b ∈

∂Bf(x1) and c = 0.

If xk2 6= 0 for all k, by passing to a subsequence, we can assume without loss of generality

that {xk2/‖xk2‖}∞k=1 → w for some w with ‖w‖ = 1. Let λk1, λk2 be the spectral values of

xk. Then λk1 < λk2 for all k and λki → x1, i = 1, 2. By further passing to a subsequence

if necessary, we can assume that either (i) λk1 < λk2 ≤ x1 for all k or (ii) x1 ≤ λk1 < λk2
for all k or (iii) λk1 < x1 < λk2 for all k. Let ak, bk, ck be the coefficients given by

(1.29) corresponding to λk1, λk2. By Proposition 1.13, f is differentiable at λk1, λk2 and
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f ′(λk1) = bk− ck, f ′(λk2) = bk + ck. Let (a, b, c) be any cluster point of {(ak, bk, ck)}∞k=1. In

case (i), we see from (1.36) that b± c = a = f ′−(x1), which implies b = f ′−(x1) and c = 0.

In case (ii), we obtain similarly that a = b = f ′+(x1) and c = 0. In case (iii), we obtain

that b − c = f ′−(x1), b + c = f ′+(x1). Also, the directional differentiability of f implies

that

ak =
f(λk2)− f(λk1)

λk2 − λk1
=
λk2 − x1
λk2 − λk1

f(λk2)− f(x1)

λk2 − x1
+
x1 − λk1
λk2 − λk1

f(x1)− f(λk1)

x1 − λk1
,

which yields in the limit that

a = (1− ω)f ′+(x1) + ωf ′−(x1),

for some ω ∈ [0, 1]. Thus a ∈ ∂f(x1). This shows that ∂Bf
soc

(x) is a subset of (1.37).

Conversely, for any a = b ∈ ∂Bf(x1), c = 0 and any w ∈ IRn−1 with ‖w‖ = 1, we

can find a sequence xk1 ∈ Df , k = 1, 2, ..., such that xk1 → x1 and f ′(xk1) → a. Then,

xk = (xk1, 0) → x and the preceding analysis shows that {∇f soc
(xk)}∞k=1 converges to

the element of (1.37) corresponding to the given a, b, c, w. For any a, b, c with b − c =

f ′−(x1), b + c = f ′+(x1), a ∈ ∂f(x1), and any w ∈ IRn−1 with ‖w‖ = 1, we have that

a = (1− ω)f+(x1) + ωf−(x1) for some ω ∈ [0, 1]. Since Df is dense in IR, for any integer

k ≥ 1, there have

Df ∩
[
x1 − ω

1

k
− 1

k2
, x1 − ω

1

k

]
6= ∅, Df ∩

[
x1 + (1− ω)

1

k
, x1 + (1− ω)

1

k
+

1

k2

]
6= ∅.

Let λk1 be any element of the first set and let λk2 be any element of the second set. Then,

xk =

(
λk2 + λk1

2
,
λk2 − λk1

2
w

)
→ x and xk has spectral values λk1 < λk2 which satisfy

λk1 < x1 < λk2 ∀k,
λk2 − x1
λk2 − λk1

→ 1− ω, x1 − λk1
λk2 − λk1

→ ω.

The preceding analysis shows that {∇f soc
(xk)}∞k=1 converges to the element of (1.37)

corresponding to the given a, b, c, w. �

The assumptions of Lemma 1.4 are satisfied if f is piecewise continuously differen-

tiable, e.g., f(·) = | · | or f(·) = max{0, ·}. If f is differentiable, but not continuously

differentiable, then ∂Bf
soc

(x) is more complicated as is shown in the following lemma.

Lemma 1.5. Suppose f : IR→ IR is defined by

f(ξ) =

{
ξ2 sin(1/ξ) if ξ 6= 0,

0 else.
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Then, for any x = (x1, 0) ∈ IR× IRn−1, we have that ∂Bf(x1) = [−1, 1], and ∂Bf
soc

(x) =

{f ′(x1)I} if x1 6= 0 and otherwise ∂Bf
soc

(x) equals the following set
[

b c wT

c w aI + (b− a)wwT

] ∣∣∣ b− c = − cos(θ1), b+ c = − cos(θ2), ‖w‖ = 1,

a =
sin(θ1)− sin(θ2)

θ1 − θ2 + 2κπ
,
κ ∈ {0, 1, ...,∞}, θ1, θ2 ∈ [0, 2π],

θ1 > θ2 if κ = 0

 ,

(1.38)

with the convention that a = 0 if κ =∞ and a = cos(θ1) if κ = 0 and θ1 = θ2.

Proof. f is differentiable everywhere, with

f ′(ξ) =

{
2ξ sin (1/ξ)− cos (1/ξ) if ξ 6= 0,

0 else.
(1.39)

Thus ∂Bf(x1) = [−1, 1]. Consider any sequence {xk}∞k=1 → x with f
soc

differentiable at

xk = (xk1, x
k
2) for all k. By passing to a subsequence, we can assume that either xk2 = 0

for all k or xk2 6= 0 for all k. Let λk1 = xk1 − ‖xk2‖, λk2 = xk1 + ‖xk2‖ be the spectral values

of xk.

If xk2 = 0 for all k, Proposition 1.13 yields that f is differentiable at xk1 and ∇f soc
(xk) =

f ′(xk1)I. Hence, any cluster point of {∇f soc
(xk)}∞k=1 is of the form bI for some b ∈ ∂Bf(x1).

If x1 6= 0, then b = f ′(x1). If x1 = 0, then b ∈ [−1, 1], i.e., b = cos(θ1) for some θ ∈ [0, 2π].

Then, bI has the form (1.38) with a = b, c = 0, corresponding to θ1 = θ2, κ = 0.

If xk2 6= 0 for all k, by passing to a subsequence, we can assume without loss of generality

that {xk2/‖xk2‖}∞k=1 → w for some w with ‖w‖ = 1. By Proposition 1.13, f is differentiable

at λk1, λk2 and f ′(λk1) = bk − ck, f ′(λk2) = bk + ck, where ak, bk, ck are the coefficients given

by (1.29) corresponding to λk1, λk2. If x1 6= 0, then ak → f ′(x1), b
k → f ′(x1) and ck → 0,

so any cluster point of {∇f soc
(xk)}∞k=1 equals f ′(x1)I. Suppose x1 = 0. Then, λk1 < λk2

tend to zero. By further passing to a subsequence if necessary, we can assume that either

(i) both are nonzero for all k or (ii) λk1 = 0 for all k or (iii) λk2 = 0 for all k. In case (i),

1

λk1
= θk1 + 2νkπ,

1

λk2
= θk2 + 2µkπ (1.40)

for some θk1 , θ
k
2 ∈ [0, 2π] and integers νk, µk tending to ∞ or −∞. By further passing to

a subsequence if necessary, we can assume that {(θk1 , θk2)}∞k=1 converges to some (θ1, θ2) ∈
[0, 2π]2. Then, (1.39) yields

f ′(λki ) = 2λki sin(θki )− cos(θki ) → − cos(θi), i = 1, 2,

ak =
f(λk2)− f(λk1)

λk2 − λk1
=

(λk2)2 sin(θk2)− (λk1)2 sin(θk1)

λk2 − λk1

= (λk2 + λk1) sin(θk2) +
sin(θk2)− sin(θk1)

(θk1 − θk2 + 2(νk − µk)π)λk2/λ
k
1

.
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If |νk − µk| is bounded as k →∞, then λk2/λ
k
1 → 1 and, by (1.40) and λk1 < λk2, νk ≥ µk.

In this case, any cluster point (a, b, c) of {(ak, bk, ck)}∞k=1 would satisfy

b− c = − cos(θ1), b+ c = − cos(θ2), a =
sin(θ2)− sin(θ1)

θ1 − θ2 + 2κπ
(1.41)

for some integer κ ≥ 0. Here, we use the convention that a = cos(θ1) if κ = 0, θ1 = θ2.

Moreover, if κ = 0, then νk = µk for all k sufficiently large along the corresponding

subsequence, so (1.40) and λk1 < λk2 yields θk1 > θk2 > 0, implying furthermore that

θ1 ≥ θ2.

If |νk − µk| → ∞ and |µk/νk| is bounded away from zero, then |νk − µk||µk/νk| → ∞.

If |νk − µk| → ∞ and |µk/νk| → 0, then |νk − µk||µk/νk| = |µk(1 − µk/νk)| → ∞ due

to |µk| → ∞. Thus, if |νk − µk| → ∞, we have |νk − µk||λk2/λk1| → ∞ and the above

equation yields ak → 0, corresponding to (1.41) with κ = ∞. In case (ii), we have

f ′(λk1) = 0 and ak = f(λk2)/λk2 = λk2 sin(1/λk2) for all k, so any cluster point (a, b, c) of

{(ak, bk, ck)}∞k=1 satisfies b − c = 0, b + c = − cos(θ2), a = 0. This corresponds to (1.41)

with θ1 = π
2
, κ = ∞. In case (iii), we obtain similarly (1.41) with θ2 = π

2
, κ = ∞. This

and (1.28)-(1.29) show that any cluster point of {∇f soc
(xk)}∞k=1 is in the set (1.38).

Conversely, if x1 6= 0, since ∂Bf
soc

(x) is a nonempty subset of {f ′(x1)I}, the two must

be equal. If x1 = 0, then for any integer κ ≥ 0 and any θ1, θ2 ∈ [0, 2π] satisfying θ1 ≥ θ2
whenever κ = 0, and any w ∈ IRn−1 with ‖w‖ = 1, we let, for each integer k ≥ 1,

λk1 =
1

θ1 + 2(k + κ)π + 1/k
, λk2 =

1

θ2 + 2kπ
.

Then, 0 < λk1 < λk2, xk =

(
λk2 + λk1

2
,
λk2 − λk1

2
w

)
→ x and xk has spectral values λk1, λ

k
2

which satisfy (1.40) with νk = k + κ, µk = k, θk1 = θ1 + 1/k, θk2 = θ2. The preceding

analysis shows that {∇f soc
(xk)}∞k=1 converges to the element of (1.37) corresponding to

the given θ1, θ2, κ, w with a given by (1.41). The case of a = 0 can be obtained similarly

by taking κ to go to ∞ with k. �

The following lemma, proven by Sun and Sun [140, Theorem 3.6] using the definition of

generalized Jacobian,1 enables one to study the semismooth property of f
soc

by examining

only those points x ∈ IRn where f
soc

is differentiable and thus work only with the Jacobian

of f
soc

, rather than the generalized Jacobian.

Lemma 1.6. Suppose F : IRk → IRk is strictly continuous and directionally differentiable

in a neighborhood of x ∈ IRk. Then, for any 0 < ρ < ∞, the following two statements

(where O(·) depends on F and x only) are equivalent:

(a) For any h ∈ IRk and any V ∈ ∂F (x+ h),

F (x+ h)− F (x)− V h = o(‖h‖) (respectively, O(‖h‖1+ρ)).
1Sun and Sun did not consider the case of o(‖h‖) but their argument readily applies to this case.
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(b) For any h ∈ IRk such that F is differentiable at x+ h,

F (x+ h)− F (x)−∇F (x+ h)h = o(‖h‖) (respectively, O(‖h‖1+ρ)).

By using Propositions 1.10, 1.6 and Propositions 1.9, 1.12, 1.15, 1.13, we can now

state and prove the last result of this section, on the semismooth property of f
soc

. This

result generalizes [52, Thmeorem 4.2] for the cases of f(ξ) = |ξ|, f(ξ) = max{0, ξ}.

Proposition 1.16. For any f : IR → IR, let f
soc

be its corresponding SOC function

defined as in (1.8). Then, the following hold.

(a) The vector-valued function f
soc

is semismooth if and only if f is semismooth.

(b) If f is ρ-order semismooth (0 < ρ <∞), then f
soc

is min{1, ρ}-order semismooth.

Proof. Suppose f is semismooth. Then f is strictly continuous and directionally differ-

entiable. By Propositions 1.12 and 1.15, f
soc

is strictly continuous and directionally dif-

ferentiable. By Proposition 1.10(b), f
soc

(x) = f
mat

(Lx)e for all x. By Proposition 1.9(g),

f
mat

is semismooth. Since Lx is continuously differentiable in x, f
soc

(x) = f
mat

(Lx)e

is semismooth in x. If f is ρ-order semismooth (0 < ρ < ∞), then, by Proposition

1.9(g), f
mat

is min{1, ρ}-order semismooth. Since Lx is continuously differentiable in x,

f
soc

(x) = f
mat

(Lx)e is min{1, ρ}-order semismooth in x.

Suppose f
soc

is semismooth. Then f
soc

is strictly continuous and directionally differen-

tiable. By Propositions 1.12 and 1.15, f is strictly continuous and directionally differen-

tiable. For any ξ ∈ IR and any η ∈ IR such that f is differentiable at ξ + η, Proposition

1.13 yields that f
soc

is differentiable at x+h, where we denote x := ξe and h := ηe. Since

f
soc

is semismooth, it follows from Lemma 1.6 that

f
soc

(x+ h)− f soc

(x)−∇f soc

(x+ h)h = o(‖h‖),

which, by (1.8) and (1.27), is equivalent to

f(ξ + η)− f(ξ)− f ′(ξ + η)η = o(|η|).

Then, Lemma 1.6 yields that f is semismooth. �

For each of the preceding global results there is a corresponding local result and there

is also an alternative way to prove each result by using the structure of SOC and the

spectral decomposition. Please refer to [41] for more details. We point out that both Sn+
and Kn belong to the class of symmetric cones [62], hence there holds a unified frame-

work for f
mat

and f
soc

, which is called Löwner operator. Almost parallel analysis are

extended to the setting of Löwner operator associated with symmetric cone by Sun and

Sun in [141]. Recently, another generalization of Sn+ is done by Ding et al. [56, 57].

They introduce the so-called matrix cones and a class of matrix-valued functions, which
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is called spectral operator of matrices. This class of functions not only generalizes the

well known Löwner operator, but also has been used in many applications related to

structured low rank matrices and other matrix optimization problems in machine learn-

ing and statistics. Some parallel results like the continuity, directional differentiability

and Frechet-differentiability of spectral operator are also analyzed, see [57, Theorems 3-5].



Chapter 2

SOC-convexity and SOC-monotonity

In this chapter, we introduce the SOC-convexity and SOC-monotonicity which are nat-

ural extensions of traditional convexity and monotonicity. These kinds of SOC-convex

and SOC-monotone functions are also parallel to matrix-convex and matrix-monotone

functions, see [22, 75]. We start with studying the SOC-convexity and SOC-monotonicity

for some simple functions, e.g., f(t) = t2, t3, 1/t, t1/2, |t|, and [t]+. Then, we explore char-

acterizations of SOC-convex and SOC-monotone functions.

2.1 Motivations and Examples

Definition 2.1. Let f : IR→ IR be a real valued function.

(a) f is said to be SOC-monotone of order n if the corresponding vector-valued function

f
soc

satisfies the following:

x �Kn y =⇒ f
soc

(x) �Kn f
soc

(y). (2.1)

We say f is SOC-monotone if f is SOC-monotone of all order n.

(b) f is said to be SOC-convex of order n if the corresponding vector-valued function

f
soc

satisfies the following:

f
soc(

(1− λ)x+ λy
)
�Kn (1− λ)f

soc

(x) + λf
soc

(y), (2.2)

for all x, y ∈ IRn and 0 ≤ λ ≤ 1. We say f is SOC-convex if f is SOC-convex of

all order n.

Remark 2.1. We elaborate more about the concepts of SOC-convexity and SOC-monotonicity

in this remark.

39
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1. A function f is SOC-convex of order 1 is the same as f being a convex function. If

a function f is SOC-convex of order n, then f is SOC-convex of order m for any

m ≤ n, see Figure 2.1(a).

2. A function f is SOC-monotone of order 1 is the same as f being an increasing

function. If a function f is SOC-monotone of order n, then f is SOC-monotone

of order m for any m ≤ n, see Figure 2.1(b).

3. If f is continuous, then the condition (2.2) can be replaced by the more special

condition:

f
soc

(
x+ y

2

)
�Kn

1

2

(
f

soc

(x) + f
soc

(y)
)
. (2.3)

4. It is clear that the set of SOC-monotone functions and the set of SOC-convex

functions are both closed under positive linear combinations and under pointwise

limits.

SOC-convex

SOC-convex of order n+1

SOC-convex of order n

SOC-convex of order 3

SOC-convex of order 2

...
...

(a) SOC-convex functions

SOC-monotone

SOC-monotone of order n+1

SOC-monotone of order n

SOC-monotone of order 3

SOC-monotone of order 2

...
...

(b) SOC-monotone functions

Figure 2.1: The concepts of SOC-convex and SOC-monotone functions

Proposition 2.1. Let f : IR→ IR be f(t) = α + βt. Then,

(a) f is SOC-monotone on IR for every α ∈ IR and β ≥ 0;

(b) f is SOC-convex on IR for all α, β ∈ IR.

Proof. The proof is straightforward by checking that Definition 2.1 is satisfied. �

Proposition 2.2. (a) Let f : IR→ IR be f(t) = t2, then f is SOC-convex on IR.

(b) Hence, the function g(t) = α + βt + γt2 is SOC-convex on IR for all α, β ∈ IR and

γ ≥ 0.
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Proof. (a) For any x, y ∈ IRn, we have

1

2

(
f

soc

(x) + f
soc

(y)
)
− f soc

(
x+ y

2

)
=
x2 + y2

2
−
(
x+ y

2

)2

=
1

4
(x− y)2 �Kn 0,

which says (2.3) is satisfied. Since f is continuous, it implies that f is SOC-convex.

(b) It is an immediate consequence of part(a). �

Example 2.1. The function f(t) = t2 is not SOC-monotone on IR.

Solution. Taking x = (1, 0), y = (−2, 0), then x− y = (3, 0) �Kn 0. But,

x2 − y2 = (1, 0)− (4, 0) = (−3, 0) 6�Kn 0,

which violates (2.1). �

As mentioned in Section 1.2, if f is defined on a subset J ⊆ IR, f
soc

is defined on its

corresponding set given as in (1.10), i.e.,

S = {x ∈ IRn |λi(x) ∈ J, i = 1, 2.} ⊆ IRn.

In addition, from Proposition 2.2(a), it indicates that f(t) = t2 is also SOC-convex on the

smaller interval [0,∞). These observations raise a natural question. Is f(t) = t2 SOC-

monotone on the interval [0,∞) although it is not SOC-monotone on IR? The answer is

no! Indeed, it is true only for n = 2, but, false for n ≥ 3. We illustrate this in the next

example.

Example 2.2. (a) The function f(t) = t2 is SOC-monotone of order 2 on [0,∞).

(b) However, f(t) = t2 is not SOC-monotone of order n ≥ 3 on [0,∞).

Solution. (a) Suppose that x = (x1, x2) �K2 y = (y1, y2) �K2 0. Then, we have the

following inequalities:

|x2| ≤ x1, |y2| ≤ y1, |x2 − y2| ≤ x1 − y1,

which implies {
x1 − x2 ≥ y1 − y2 ≥ 0,

x1 + x2 ≥ y1 + y2 ≥ 0.
(2.4)

The goal is to show that f
soc

(x) − f
soc

(y) = (x21 + x22 − y21 − y22, 2x1x2 − 2y1y2) �K2 0,

which suffices to verify that x21 + x22 − y21 − y22 ≥ |2x1x2 − 2y1y2|. This can be seen by

x21 + x22 − y21 − y22 −
∣∣2x1x2 − 2y1y2

∣∣
=

{
x21 + x22 − y21 − y22 − (2x1x2 − 2y1y2), if x1x2 − y1y2 ≥ 0

x21 + x22 − y21 − y22 − (2y1y2 − 2x1x2), if x1x2 − y1y2 ≤ 0

=

{
(x1 − x2)2 − (y1 − y2)2, if x1x2 − y1y2 ≥ 0

(x1 + x2)
2 − (y1 + y2)

2, if x1x2 − y1y2 ≤ 0

≥ 0 ,
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where the inequalities are true due to the inequalities (2.4).

(b) From Remark 2.1, we only need to provide a counterexample for case of n = 3 to show

that f(t) = t2 is not SOC-monotone on the interval [0,∞). Take x = (3, 1,−2) ∈ K3

and y = (1, 1, 0) ∈ K3. It is clear that x − y = (2, 0,−2) �
K3 0. But, x2 − y2 =

(14, 6,−12)− (2, 2, 0) = (12, 4,−12) 6�
K3 0. �

Now we look at the function f(t) = t3. As expected, f(t) = t3 is not SOC-convex.

However, it is true that f(t) = t3 is SOC-convex on [0,∞) for n = 2, whereas false for

n ≥ 3. Besides, we will see f(t) = t3 is neither SOC-monotone on IR nor SOC-monotone

on the interval [0,∞). Nonetheless, it is true that it is SOC-monotone on the interval

[0,∞), for n = 2. The following two examples demonstrate what we have just said.

Example 2.3. (a) The function f(t) = t3 is not SOC-convex on IR.

(b) However, f(t) = t3 is SOC-convex of order 2 on [0,∞).

(c) Moreover, f(t) = t3 is not SOC-convex of order n ≥ 3 on [0,∞).

Solution. (a) Taking x = (0,−2), y = (1, 0) gives

1

2

(
f

soc

(x) + f
soc

(y)
)
− f soc

(
x+ y

2

)
=

(
−9

8
,−9

4

)
6�
K2 0,

which says f(t) = t3 is not SOC-convex on IR.

(b) It suffices to show that f
soc (x+y

2

)
�
K2

1
2

(
f

soc
(x)+f

soc
(y)
)
, for any x, y �

K2 0. Suppose

that x = (x1, x2) �K2 0 and y = (y1, y2) �K2 0, then we have

{
x3 =

(
x31 + 3x1x

2
2, 3x

2
1x2 + x32

)
,

y3 =
(
y31 + 3y1y

2
2, 3y

2
1y2 + y32

)
,

which yields{
f

soc
(x+y

2
) = 1

8

(
(x1 + y1)

3 + 3(x1 + y1)(x2 + y2)
2, 3(x1 + y1)

2(x2 + y2) + (x2 + y2)
3
)
,

1
2

(
f

soc
(x) + f

soc
(y)
)

= 1
2

(
x31 + y31 + 3x1x

2
2 + 3y1y

2
2, x

3
2 + y32 + 3x21x2 + 3y21y2

)
.

After simplifications, we denote 1
2

(
f

soc
(x) + f

soc
(y)
)
− f soc

(x+y
2

) := 1
8
(Ξ1,Ξ2), where

{
Ξ1 = 4x31 + 4y31 + 12x1x

2
2 + 12y1y

3
2 − (x1 + y1)

3 − 3(x1 + y1)(x2 + y2)
2,

Ξ2 = 4x32 + 4y32 + 12x21x2 + 12y21y2 − (x2 + y2)
3 − 3(x1 + y1)

2(x2 + y2).
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We want to show that Ξ1 ≥ |Ξ2|, for which we discuss two cases. First, if Ξ2 ≥ 0, then

Ξ1 − |Ξ2|
= (4x31 + 12x1x

2
2 − 12x21x2 − 4x32) + (4y31 + 12y1y

2
2 − 12y21y2 − 4y32)

−
(
(x1 + y1)

3 + 3(x1 + y1)(x2 + y2)
2 − 3(x1 + y1)

2(x2 + y2)− (x2 + y2)
3
)

= 4(x1 − x2)3 + 4(y1 − y2)3 −
(
(x1 + y1)− (x2 + y2)

)3
= 4(x1 − x2)3 + 4(y1 − y2)3 −

(
(x1 − x2) + (y1 − y2)

)3
= 3(x1 − x2)3 + 3(y1 − y2)3 − 3(x1 − x2)2(y1 − y2)− 3(x1 − x2)(y1 − y2)2

= 3
(
(x1 − x2) + (y1 − y2)

)(
(x1 − x2)2 − (x1 − x2)(y1 − y2) + (y1 − y2)2

)
−3(x1 − x2)(y1 − y2)

(
(x1 − x2) + (y1 − y2)

)
= 3

(
(x1 − x2) + (y1 − y2)

)(
(x1 − x2)− (y1 − y2)

)2
≥ 0,

where the inequality is true since x, y ∈ K2. Similarly, if Ξ2 ≤ 0, we also have

Ξ1 − |Ξ2|
= (4x31 + 12x1x

2
2 + 12x21x2 + 4x32) + (4y31 + 12y1y

2
2 + 12y21y2 + 4y32)

−
(
(x1 + y1)

3 + 3(x1 + y1)(x2 + y2)
2 + 3(x1 + y1)

2(x2 + y2) + (x2 + y2)
3
)

= 4(x1 + x2)
3 + 4(y1 + y2)

3 −
(
(x1 + y1) + (x2 + y2)

)3
= 4(x1 + x2)

3 + 4(y1 + y2)
3−
(
(x1 + x2) + (y1 + y2)

)3
= 3(x1 + x2)

3 + 3(y1 + y2)
3 − 3(x1 + x2)

2(y1 + y2)− 3(x1 + x2)(y1 + y2)
2

= 3
(
(x1 + x2) + (y1 + y2)

)(
(x1 + x2)

2 − (x1 + x2)(y1 + y2) + (y1 + y2)
2
)

−3(x1 + x2)(y1 + y2)
(
(x1 + x2) + (y1 + y2)

)
= 3

(
(x1 + x2) + (y1 + y2)

)(
(x1 + x2)− (y1 + y2)

)2
≥ 0,

where the inequality is true since x, y ∈ K2. Thus, we have verified that f(t) = t3 is

SOC-convex on [0,∞) for n = 2.

(c) Again, by Remark 2.1, we only need to provide a counterexample for case of n = 3.

To see this, we take x = (2, 1,−1), y = (1, 1, 0) �
K3 0. Then, we have

1

2

(
f

soc

(x) + f
soc

(y)
)
− f soc

(
x+ y

2

)
= (3, 1,−3) 6�

K3 0,

which implies f(t) = t3 is not even SOC-convex on the interval [0,∞). �

Example 2.4. (a) The function f(t) = t3 is not SOC-monotone on IR.

(b) However, f(t) = t3 is SOC-monotone of order 2 on [0,∞).
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(c) Moreover, f(t) = t3 is not SOC-monotone of order n ≥ 3 on [0,∞).

Solution. To see (a) and (c), let x = (2, 1,−1) �K3 0 and y = (1, 1, 0) �
K3 0. It is clear

that x �
K3 y. But, we have f

soc
(x) = x3 = (20, 14,−14) and f

soc
(y) = y3 = (4, 4, 0),

which gives f
soc

(x)− f soc
(y) = (16, 10,−14) 6�K3 0. Thus, we show that f(t) = t3 is not

even SOC-monotone on the interval [0,∞).

To see (b), let x = (x1, x2) �K2 and y = (y1, y2) �K2 0, which means

|x2| ≤ x1, |y2| ≤ y1, |x2 − y2| ≤ x1 − y1.

Then, it leads to the inequalities (2.4) again. On the other hand, we know

f
soc

(x) = x3 =
(
x31 + 3x1x

2
2, 3x

2
1x2 + x32

)
,

f
soc

(y) = y3 =
(
y31 + 3y1y

2
2, 3y

2
1y2 + y32

)
.

For convenience, we denote f
soc

(x)− f soc
(y) := (Ξ1,Ξ2), where{

Ξ1 = x31 − y31 + 3x1x
2
2 − 3y1y

2
2,

Ξ2 = x32 − y32 + 3x21x2 − 3y21y2.

We wish to prove that f
soc

(x)−f soc
(y) = x3−y3 �K2 0, which suffices to show Ξ1 ≥ |Ξ2|.

This is true because

x31 − y31 + 3x1x
2
2 − 3y1y

2
2 −

∣∣x32 − y32 + 3x21x2 − 3y21y2
∣∣

=

{
x31 − y31 + 3x1x

2
2 − 3y1y

2
2 − (x32 − y32 + 3x21x2 − 3y21y2) if Ξ2 ≥ 0,

x31 − y31 + 3x1x
2
2 − 3y1y

2
2 + (x32 − y32 + 3x21x2 − 3y21y2) if Ξ2 ≤ 0,

=

{
(x1 − x2)3 − (y1 − y2)3 if Ξ2 ≥ 0,

(x1 + x2)
3 − (y1 + y2)

3 if Ξ2 ≤ 0,

≥ 0,

where the inequalities are due to the inequalities (2.4).

Hence, we complete the verification. �

Now, we move to another simple function f(t) = 1/t. We will prove that −1
t

is SOC-

monotone on the interval (0,∞) and 1
t

is SOC-convex on the interval (0,∞) as well. For

the proof, we need the following technical lemmas.

Lemma 2.1. Suppose that a, b, c, d ∈ IR. For any a ≥ b > 0 and c ≥ d > 0, there holds(a
b

)
·
( c
d

)
≥ a+ c

b+ d

Proof. The proof follows from ac(b+ d)− bd(a+ c) = ab(c− d) + cd(a− b) ≥ 0. �

Lemma 2.2. For any x = (x1, x2) ∈ Kn and y = (y1, y2) ∈ Kn, we have
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(a) (x1 + y1)
2 − ‖y2‖2 ≥ 4x1

√
y21 − ‖y2‖2.

(b)
(
x1 + y1 − ‖y2‖

)2 ≥ 4x1
(
y1 − ‖y2‖

)
.

(c)
(
x1 + y1 + ‖y2‖

)2 ≥ 4x1
(
y1 + ‖y2‖

)
.

(d) x1y1 − 〈x2, y2〉 ≥
√
x21 − ‖x2‖2

√
y21 − ‖y2‖2.

(e) (x1 + y1)
2 − ‖x2 + y2‖2 ≥ 4

√
x21 − ‖x2‖2

√
y21 − ‖y2‖2.

Proof. (a) The proof follows from

(x1 + y1)
2 − ‖y2‖2 = x21 + (y21 − ‖y2‖2) + 2x1y1

≥ 2x1

√
y21 − ‖y2‖2 + 2x1y1

≥ 2x1

√
y21 − ‖y2‖2 + 2x1

√
y21 − ‖y2‖2

= 4x1

√
y21 − ‖y2‖2,

where the first inequality is true due to the fact that a + b ≥ 2
√
ab for any positive

numbers a and b.

(b) The proof follows from

(x1 + y1 − ‖y2‖)2 − 4x1 (y1 − ‖y2‖)
= x21 + y21 + ‖y2‖2 − 2x1y1 − 2y1‖y2‖+ 2x1‖y2‖
= (x1 − y1 + ‖y2‖)2 ≥ 0.

(c) Similarly, the proof follows from

(x1 + y1 + ‖y2‖)2 − 4x1 (y1 + ‖y2‖)
= x21 + y21 + ‖y2‖2 − 2x1y1 + 2y1‖y2‖ − 2x1‖y2‖
= (x1 − y1 − ‖y2‖)2 ≥ 0.

(d) From (1.7), we know that x1y1 − 〈x2, y2〉 ≥ x1y1 − ‖x2‖ ‖y2‖ ≥ 0, and

(x1y1 − ‖x2‖ ‖y2‖)2 −
(
x21 − ‖x2‖2

) (
y21 − ‖y2‖2

)
= x21‖y2‖2 + y21‖x2‖2 − 2x1y1‖x2‖ ‖y2‖
= (x1‖y2‖ − y1‖x2‖)2 ≥ 0.

Hence, we obtain x1y1 − 〈x2, y2〉 ≥ x1y1 − ‖x2‖ ‖y2‖ ≥
√
x21 − ‖x2‖2

√
y21 − ‖y2‖2,
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(e) The proof follows from

(x1 + y1)
2 − ‖x2 + y2‖2

=
(
x21 − ‖x2‖2

)
+
(
y21 − ‖y2‖2

)
+ 2 (x1y1 − 〈x2, y2〉)

≥ 2
√

(x21 − ‖x2‖2)(y21 − ‖y2‖2) + 2 (x1y1 − 〈x2, y2〉)

≥ 2
√

(x21 − ‖x2‖2)(y21 − ‖y2‖2) + 2
√

(x21 − ‖x2‖2)(y21 − ‖y2‖2)

= 4
√

(x21 − ‖x2‖2)(y21 − ‖y2‖2),

where the first inequality is true since a + b ≥ 2
√
ab for all positive a, b and the second

inequality is from part(d). �

The inequalities in Lemma 2.2(d)-(e) can be achieved by applying Proposition 1.8(b).

Next proposition is an important feature of the SOC-function corresponding to f(t) = 1
t

which is very useful in the subsequent analysis and also similar to the operator setting.

Proposition 2.3. Let f : (0,∞)→ (0,∞) be f(t) = 1
t
. Then,

(a) −f is SOC-monotone on (0,∞);

(b) f is SOC-convex on (0,∞).

Proof. (a) It suffices to show that x �Kn y �Kn 0 implies f
soc

(x) = x−1 �Kn y−1 =

f
soc

(y). For any x = (x1, x2) ∈ Kn and y = (y1, y2) ∈ Kn, we know that y−1 =
1

det(y)
(y1,−y2) and x−1 = 1

det(x)
(x1,−x2), which imply

f
soc

(y)− f soc

(x) = y−1 − x−1

=

(
y1

det(y)
− x1

det(x)
,

x2
det(x)

− y2
det(y)

)
=

1

det(x) det(y)

(
det(x)y1 − det(y)x1, det(y)x2 − det(x)y2

)
.

To complete the proof, we need to verify two things.

(1) First, we have to show that det(x)y1 − det(y)x1 ≥ 0. Applying Lemma 2.1 yields

det(x)

det(y)
=
x21 − ‖x2‖2

y21 − ‖y2‖2
=

(
x1 + ‖x2‖
y1 + ‖y2‖

)(
x1 − ‖x2‖
y1 − ‖y2‖

)
≥ 2x1

2y1
=
x1
y1
.

Then, cross multiplying gives det(x)y1 ≥ det(y)x1, which says det(x)y1 − det(y)x1 ≥ 0.

(2) Secondly, we need to argue that ‖ det(y)x2 − det(x)y2‖ ≤ det(x)y1 − det(y)x1. This
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is true by

(det(x)y1 − det(y)x1)
2 − ‖ det(y)x2 − det(x)y2‖2

= (det(x))2y21 − 2 det(x) det(y)x1y1 + (det(y))2x21

−
(
(det(y))2‖x2‖2 − 2 det(x) det(y)〈x2, y2〉+ (det(x))2‖y2‖2

)
= (det(x))2(y21 − ‖y2‖2) + (det(y))2(x21 − ‖x2‖2)
−2 det(x) det(y)(x1y1 − 〈x2, y2〉)

= (det(x))2 det(y) + (det(y))2 det(x)− 2 det(x) det(y)(x1y1 − 〈x2, y2〉)
= det(x) det(y)

(
det(x) + det(y)− 2x1y1 + 2〈x2, y2〉

)
= det(x) det(y)

(
(x21 − ‖x2‖2) + (y21 − ‖y2‖2)− 2x1y1 + 2〈x2, y2〉

)
= det(x) det(y)

(
(x1 − y1)2 − (‖x2‖2 + ‖y2‖2 − 2〈x2, y2〉)

)
= det(x) det(y)

(
(x1 − y1)2 − (‖x2 − y2‖2)

)
≥ 0,

where the last step holds by the inequality (1.7).

Thus, from all the above, we prove y−1 − x−1 ∈ Kn, that is, y−1 �Kn x−1.

(b) For any x �Kn 0 and y �Kn 0, using (1.7) again, there hold

x1 − ‖x2‖ > 0, y1 − ‖y2‖ > 0, |〈x2, y2〉| ≤ ‖x2‖ · ‖y2‖ ≤ x1y1.

From x−1 = 1
det(x)

(x1,−x2) and y−1 = 1
det(y)

(y1,−y2), we also have

1

2

(
f

soc

(x) + f
soc

(y)
)

=
1

2

(
x1

det(x)
+

y1
det(y)

,− x2
det(x)

− y2
det(y)

)
,

and

f
soc

(
x+ y

2

)
=

(
x+ y

2

)−1
=

2

det(x+ y)

(
x1 + y1,−(x2 + y2)

)
.

For convenience, we denote 1
2

(
f

soc
(x) + f

soc
(y)
)
− f soc (x+y

2

)
:= 1

2
(Ξ1,Ξ2), where Ξ1 ∈ IR

and Ξ2 ∈ IRn−1 are given by
Ξ1 =

(
x1

det(x)
+

y1
det(y)

)
− 4(x1 + y1)

det(x+ y)
,

Ξ2 =
4(x2 + y2)

det(x+ y)
−
(

x2
det(x)

+
y2

det(y)

)
.

Again, in order to prove f is SOC-convex, it suffices to verify two things: Ξ1 ≥ 0 and

‖Ξ2‖ ≤ Ξ1.

(1) First, we verify that Ξ1 ≥ 0. In fact, if we define the function

g(x) :=
x1

x21 − ‖x2‖2
=

x1
det(x)

,



48 CHAPTER 2. SOC-CONVEXITY AND SOC-MONOTONITY

then we observe that

g

(
x+ y

2

)
≤ 1

2

(
g(x) + g(y)

)
⇐⇒ Ξ1 ≥ 0.

Hence, to prove Ξ1 ≥ 0, it is equivalent to verifying g is convex on int(Kn). Since int(Kn)

is a convex set, it is sufficient to argue that ∇2g(x) is a positive semidefinite matrix.

From direct computations, we have

∇2g(x) =
1

(x21 − ‖x2‖2)3

[
2x31 + 6x1‖x2‖2 −(6x21 + 2‖x2‖2)xT2
−(6x21 + 2‖x2‖2)x2 2x1

(
(x21 − ‖x2‖2)I + 4x2x

T
2

) ] .

Let ∇2g(x) be viewed as the matrix

[
A B

BT C

]
given as in Lemma 1.1 (here A is a

scalar). Then, we have

AC −BTB

= 2x1
(
2x31 + 6x1‖x2‖2

) (
(x21 − ‖x2‖2)I + 4x2x

T
2

)
−
(
6x21 + 2‖x2‖2

)2
x2x

T
2

=
(
4x41 + 12x21‖x2‖2

) (
x21 − ‖x2‖2

)
I −

(
20x41 − 24x21‖x2‖2 + 4‖x2‖4

)
x2x

T
2

=
(
4x41 + 12x21‖x2‖2

) (
x21 − ‖x2‖2

)
I − 4

(
5x21 − ‖x2‖2

) (
x21 − ‖x2‖2

)
x2x

T
2

=
(
x21 − ‖x2‖2

) [ (
4x41 + 12x21‖x2‖2

)
I − 4

(
5x21 − ‖x2‖2

)
x2x

T
2

]
=

(
x21 − ‖x2‖2

)
M,

where we denote the whole matrix in the big parenthesis of the last second equality by

M . It can be verified that x2x
T
2 is positive semidefinite with only one nonzero eigenvalue

‖x2‖2. Hence, all the eigenvalues of the matrix M are (4x41 + 12x21‖x2‖2 − 20x21‖x2‖2 +

4‖x2‖4) and 4x41 + 12x21‖x2‖2 with multiplicity of n− 2, which are all positive since

4x41 + 12x21‖x2‖2 − 20x21‖x2‖2 + 4‖x2‖4

= 4x41 − 8x21‖x2‖2 + 4‖x2‖4

= 4
(
x21 − ‖x2‖2

)
> 0.

Thus, by Lemma 1.1, we see that∇2g(x) is positive definite and hence is positive semidef-

inite. This means g is convex on int(Kn), which says Ξ1 ≥ 0.
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(2) It remains to show that Ξ2
1 − ‖Ξ2‖2 ≥ 0 :

Ξ2
1 − ‖Ξ2‖2

=

[(
x21

det(x)2
+

2x1y1
det(x) det(y)

+
y21

det(y)2

)
− 8(x1 + y1)

det(x+ y)

(
x1

det(x)
+

y1
det(y)

)
+

16

det(x+ y)2

(
x21 + 2x1y1 + y21

)]
−
∥∥∥∥4(x2 + y2)

det(x+ y)
−
(

x2
det(x)

+
y2

det(y)

)∥∥∥∥2
=

[(
x21

det(x)2
+

2x1y1
det(x) det(y)

+
y21

det(y)2

)
− 8(x1 + y1)

det(x+ y)

(
x1

det(x)
+

y1
det(y)

)
+

16

det(x+ y)2

(
x21 + 2x1y1 + y21

)]
−
[

16

det(x+ y)2

(
‖x2‖2 + 2〈x2, y2〉+ ‖y2‖2

)
−8

〈
x2 + y2

det(x+ y)
,

x2
det(x)

+
y2

det(y)

〉
+

(
‖x2‖2

det(x)2
+

2〈x2, y2〉
det(x) det(y)

+
‖y2‖2

det(y)2

)]
=

[
x21 − ‖x2‖2

det(x)2
+

2(x1y1 − 〈x2, y2〉)
det(x) det(y)

+
y21 − ‖y2‖2

det(y)2

]
+

16

det(x+ y)2
[(
x21 − ‖x2‖2

)
+ 2
(
x1y1 − 〈x2, y2〉

)
+
(
y21 − ‖y2‖2

)]
−8

[
x21 − ‖x2‖2

det(x+ y) det(x)
+

x1y1 − 〈x2, y2〉
det(x+ y) det(x)

+
x1y1 − 〈x2, y2〉

det(x+ y) det(y)
+

y21 − ‖y2‖2

det(x+ y) det(y)

]
=

(
x21 − ‖x2‖2

)( 1

det(x)2
+

16

det(x+ y)2
− 8

det(x+ y) det(x)

)
+
(
y21 − ‖y2‖2

)( 1

det(y)2
+

16

det(x+ y)2
− 8

det(x+ y) det(y)

)
+2
(
x1y1 − 〈x2, y2〉

)( 1

det(x) det(y)
+

16

det(x+ y)2
− 4

det(x+ y)det(x)
− 4

det(x+ y) det(y)

)
=

(
x21 − ‖x2‖2

)(det(x+ y)− 4 det(x)

det(x) det(x+ y)

)2

+
(
y21 − ‖y2‖2

)(det(x+ y)− 4 det(y)

det(y) det(x+ y)

)2

+2
(
x1y1 − 〈x2, y2〉

)((det(x+ y)− 4 det(x))(det(x+ y)− 4 det(y))

det(x) det(y) det(x+ y)2

)
.

Now applying the facts that det(x) = x21 − ‖x2‖2, det(y) = y21 − ‖y2‖2, and det(x +

y)− det(x)− det(y) = 2(x1y1 − 〈x2, y2〉), we can simplify the last equality (after a lot of

algebra simplifications) and obtain

Ξ2
1 − ‖Ξ2‖2 =

[
det(x+ y)− 2 det(x)− 2 det(y)

]2
det(x) det(y) det(x+ y)

≥ 0.

Hence, we prove that f
soc (x+y

2

)
�Kn 1

2

(
f

soc
(x) + f

soc
(y)
)
, which says the function f(t) =

1

t
is SOC-convex on the interval (0,∞). �
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Proposition 2.4. (a) The function f(t) = t
1+t

is SOC-monotone on (0,∞).

(b) For any λ > 0, the function f(t) = t
λ+t

is SOC-monotone on (0,∞).

Proof. (a) Let g(t) = −1
t

and h(t) = 1 + t. Then, we see that g is SOC-monotone on

(0,∞) by Proposition 2.3, while h is SOC-monotone on IR by Proposition 2.2. Since

f(t) = 1− 1
1+t

= h(g(1 + t)), the result follows from the fact that the composition of two

SOC-monotone functions is also SOC-monotone, see Proposition 2.9.

(b) Similarly, let g(t) = t
1+t

and h(t) = t
λ
, then both functions are SOC-monotone by

part(a). Since f(t) = g(h(t)), the result is true by the same reason as in part(a). �

Proposition 2.5. Let Lx be defined as in (1.20). For any x �Kn 0 and y �Kn 0, we have

Lx � Ly ⇐⇒ L−1y � L−1x ⇐⇒ Ly−1 � Lx−1 .

Proof. By the property of Lx that x �Kn y ⇐⇒ Lx � Ly, and Proposition 2.3(a), then

proof follows. �

Next, we examine another simple function f(t) =
√
t. We will see that it is SOC-

monotone on the interval [0,∞), and −
√
t is SOC-convex on [0,∞).

Proposition 2.6. Let f : [0,∞)→ [0,∞) be f(t) =
√
t. Then,

(a) f is SOC-monotone on [0,∞);

(b) −f is SOC-convex on [0,∞).

Proof. (a) This is a consequence of Property 1.3(b).

(b) To show −f is SOC-convex, it is enough to prove that f
soc(x+y

2

)
�Kn

f
soc

(x)+f
soc

(y)
2

,

which is equivalent to verifying that
(
x+y
2

)1/2 �Kn √
x+
√
y

2
, for all x, y ∈ Kn. Since

x+ y �Kn 0, by Property 1.3(e), it is sufficient to show that
(
x+y
2

)
�Kn

(√
x+
√
y

2

)2
. This

can be seen by
(
x+y
2

)
−
(√

x+
√
y

2

)2
=

(
√
x−√y)2
4

�Kn 0. Thus, we complete the proof. �

Proposition 2.7. Let f : [0,∞)→ [0,∞) be f(t) = tr where 0 ≤ r ≤ 1. Then,

(a) f is SOC-monotone on [0,∞);

(b) −f is SOC-convex on [0,∞).
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Proof. (a) Let r be a dyadic rational, i.e., a number of the form r = m
2n

, where n

is any positive integer and 1 ≤ m ≤ 2n. It is enough to prove the assertion is true

for such r since the dyadic rational numbers are dense in [0, 1]. We will claim this

by induction on n. Let x, y ∈ Kn with x �Kn y, then by Property 1.3(b) we have

x1/2 �Kn y1/2. Therefore, part(a) is true when n = 1. Suppose it is also true for all

dyadic rational
m

2j
, in which 1 ≤ j ≤ n − 1. Now let r = m

2n
with m ≤ 2n. By

induction hypothesis, we know x
m

2n−1 �Kn y
m

2n−1 . Then, by applying Property 1.3(b), we

obtain

(
x

m
2n−1

)1/2

�Kn
(
y

m
2n−1

)1/2

, which says x
m
2n �Kn y

m
2n . Thus, we have shown that

x �Kn y �Kn 0 implies xr �Kn yr, for all dyadic rational r in [0, 1]. Then, the desired

result follows.

(b) The proof is similar to the above arguments. First, we observe that(
x+ y

2

)
−
(√

x+
√
y

2

)2

=

(√
x−√y

2

)2

�Kn 0,

which implies
(
x+y
2

)1/2 �Kn 1
2

(√
x+
√
y
)

by Property 1.3(b). Hence, we show that

the assertion is true when n = 1. By induction hypothesis, suppose
(
x+y
2

) m
2n−1 �Kn(

x
m

2n−1 +y
m

2n−1

2

)
. Then, we have

(
x+ y

2

) m
2n−1

−
(
x
m
2n + y

m
2n

2

)2

�Kn

(
x

m
2n−1 + y

m
2n−1

2

)
−
(
x
m
2n + y

m
2n

2

)2

=

(
x
m
2n − y m

2n

2

)2

�Kn 0,

which implies
(
x+y
2

) m
2n �Kn

(
x
m
2n +y

m
2n

2

)
by Property 1.3(b). Following the same argu-

ments about dyadic rationals in part(a) yields the desired result. �

From all the above examples, we observe that f being monotone does not imply f

is SOC-monotone. Likewise, f being convex does not guarantee that f is SOC-convex.

Now, we move onto some famous functions which are used very often for NCP (nonlinear

complementarity problem), SDCP, and SOCCP. It would be interesting to know about

the SOC-convexity and SOC-monotonicity of these functions. First, we will look at the

Fischer-Burmeister function, φ
FB

: IRn × IRn → IRn, given by

φ
FB

(x, y) = (x2 + y2)1/2 − (x+ y), (2.5)

which is a well-known merit function for complementarity problem, see [88, 139]. Here,

(·)2 and (·)1/2 are defined through Jordan product introduced as in (1.5) in Chapter 1.

For SOCCP, it has been shown that squared norm of φ
FB

, i.e.,

ψ
FB

(x, y) = ‖φ(x, y)‖2, (2.6)
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is continuously differentiable (see [49]) whereas ψ
FB

is only shown differentiable for SDCP

(see [145]). In addition, φ
FB

is proved to have semismoothness and Lipschitz continuity

in the recent paper [142] for both cases of SOCCP and SDCP. For more details regarding

further properties of these functions associated with SOC and the roles they play in the

solutions methods, please refer to [48, 120–122]. In NCP setting, φ
FB

is a convex function,

so we may wish to have an analogy for SOCCP. Unfortunately, as shown below, it is not

an SOC-convex function.

Example 2.5. Let φ
FB

be defined as in (2.5) and ψ
FB

defined as in (2.6).

(a) The function ρ(x, y) = (x2 + y2)1/2 does not satisfy (2.2).

(b) The Fischer-Burmeister function φ
FB

does not satisfy (2.2).

(c) The function ψ
FB

: IRn × IRn → IR is not convex.

Solution. (a) A counterexample occurs when taking x = (1, 1) and y = (1, 0).

(b) Suppose that it satisfies (2.2). Then, we will have ρ satisfies (2.2) by ρ(x, y) =

φ
FB

(x, y) + (x+ y), which is a contradiction to part(a). Thus, φ
FB

does not satisfy (2.2).

(c) Let x = (1,−2), y = (1,−1) and u = (0,−1), v = (1,−1). Then, we have

φ
FB

(x, y) =

(
−3 +

√
13

2
,

7−
√

13

2

)
=⇒ ψ

FB
(x, y) = ‖φ

FB
(x, y)‖2 = 21− 5

√
13.

φ
FB

(u, v) =

(
−1 +

√
5

2
,

5−
√

5

2

)
=⇒ ψ

FB
(u, v) = ‖φ

FB
(u, v)‖2 = 9− 3

√
5.

Thus, 1
2

(
ψ

FB
(x, y) + ψ(u, v)

)
= 1

2
(30− 5

√
13− 3

√
5) ≈ 2.632.

On the other hand, let (x̂, ŷ) := 1
2
(x, y) + 1

2
(u, v), that is, x̂ = (1

2
,−3

2
) and ŷ = (1,−1).

Indeed, we have x̂2+ ŷ2 =
(
9
2
,−7

2

)
and hence (x̂2+ ŷ2)1/2 =

(
1+2
√
2

2
, 1−2

√
2

2

)
, which implies

ψ
FB

(x̂, ŷ) = ‖φ
FB

(x̂, ŷ)‖2 = 14− 8
√

2 ≈ 2.686. Therefore, we obtain

ψ
FB

(
1

2
(x, y) +

1

2
(u, v)

)
>

1

2
ψ

FB
(x, y) +

1

2
ψ

FB
(u, v),

which shows ψ
FB

is not convex. �

Another function based on the Fischer-Burmeister function is ψ1 : IRn × IRn → IR,

given by

ψ1(x, y) := ‖[φ
FB

(x, y)]+‖2, (2.7)

where φ
FB

is the Fischer-Burmeister function given as in (2.5). In the NCP case, it is

known that ψ1 is convex. It has been an open question whether this is still true for

SDCP and SOCCP (see Question 3 on page 182 of [145]). In fact, Qi and Chen [128]

gave the negative answer for the SDCP case. Here we provide an answer to the question

for SOCCP: ψ1 is not convex in the SOCCP case.
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Example 2.6. Let φ
FB

be defined as in (2.5) and ψ1 defined as in (2.7).

(a) The function [φ
FB

(x, y)]+ = [(x2 + y2)1/2 − (x+ y)]+ does not satisfy (2.2).

(b) The function ψ1 is not convex.

Solution. (a) Let x = (2, 1,−1), y = (1, 1, 0) and u = (1,−2, 5), v = (−1, 5, 0). For

simplicity, we denote φ1(x, y) := [φ
FB

(x, y)]+. Then, by direct computations, we obtain

1

2
φ1(x, y) +

1

2
φ1(u, v)− φ1

(
1

2
(x, y) +

1

2
(u, v)

)
=
(
1.0794, 0.4071,−1.0563

)
6�K3 0,

which says φ1 does not satisfy (2.2).

(b) Let x = (17, 5, 16), y = (20,−3, 15) and u = (2, 3, 3), v = (9,−7, 2). Then, it can be

easily verified that 1
2
ψ1(x, y) + 1

2
ψ1(u, v)− ψ1

(
1
2
(x, y) + 1

2
(u, v)

)
< 0, which implies ψ1 is

not convex. �

Example 2.7. (a) The function f(t) = |t| is not SOC-monotone on IR.

(b) The function f(t) = |t| is not SOC-convex on IR.

(c) The function f(t) = [t]+ is not SOC-monotone on IR.

(d) The function f(t) = [t]+ is not SOC-convex on IR.

Solution. To see (a), let x = (1, 0), y = (−2, 0). It is clear that x �
K2 y. Besides, we

have x2 = (1, 0), y2 = (4, 0) which yields |x| = (1, 0) and |y| = (2, 0). But, |x| − |y| =

(−1, 0) 6�
K2 0.

To see (b), let x = (1, 1, 1), y = (−1, 1, 0). In fact, we have |x| =
(√

2, 1√
2
, 1√

2

)
, |y| =

(1,−1, 0), and |x+ y| = (
√

5, 0, 0). Therefore,

|x|+ |y| − |x+ y| =
(√

2 + 1−
√

5,−1 +
1√
2
,

1√
2

)
6�
K3 0,

which says f
soc(x+y

2

)
6�
K3

1
2

(
f

soc
(x) + f

soc
(y)
)
. Thus, f(t) = |t| is not SOC-convex on

IR.

To see (c) and (d), just follows (a) and (b) and the facts that [t]+ = 1
2
(t + |t|) where

t ∈ IR, and Property 1.2(f): [x]+ = 1
2
(x+ |x|) where x ∈ IRn. �

To close this section, we check with one popular smoothing function,

f(t) =
1

2

(√
t2 + 4 + t

)
,
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which was proposed by Chen and Harker [39], Kanzow [85], and Smale [138]; and is called

the CHKS function. Its corresponding SOC-function is defined by

f
soc

(x) =
1

2

(
(x2 + 4e)

1
2 + x

)
,

where e = (1, 0, · · · , 0). The function f(t) is convex and monotone, so we may also

wish to know whether it is SOC-convex or SOC-monotone or not. Unfortunately, it is

neither SOC-convex nor SOC-monotone for n ≥ 3, though it is both SOC-convex and

SOC-monotone for n = 2. The following example demonstrates what we have just said.

Example 2.8. Let f : IR→ IR be f(t) =

√
t2 + 4 + t

2
. Then,

(a) f is not SOC-monotone of order n ≥ 3 on IR;

(b) however, f is SOC-monotone of order 2 on IR;

(c) f is not SOC-convex of order n ≥ 3 on IR;

(d) however, f is SOC-convex of order 2 on IR.

Solution. Again, by Remark 2.1, taking x = (2, 1,−1) and y = (1, 1, 0) gives a coun-

terexample for both (a) and (c).

To see (b) and (d), it follows by direct verifications as what we have done before. �

2.2 Characterizations of SOC-monotone and SOC-

convex functions

Based on all the results in the previous section, one may expect some certain relation

between SOC-convex function and SOC-monotone function. One may also like to know

under what conditions a function is SOC-convex. The same question arises for SOC-

monotone. In this section, we aim to answer these questions. In fact, there already

have some analogous results for matrix-functions (see Chapter V of [22]). However, not

much yet for this kind of vector-valued SOC-functions, so further study on these topics

is necessary.

Originally, in light of all the above observations, two conjectures were proposed in

[42]) as below. The answers for these two conjectures will turn clear later after Section

2.2 and Section 2.3.

Conjecture 2.1. Let f : (0,∞)→ IR be continuous, convex, and nonincreasing. Then,

(a) f is SOC-convex;
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(b) −f is SOC-monotone.

Conjecture 2.2. Let f : [0,∞)→ [0,∞) be continuous. Then,

−f is SOC-convex ⇐⇒ f is SOC-monotone.

Proposition 2.8. Let f : [0,∞) → [0,∞) be continuous. If −f is SOC-convex, then f

is SOC-monotone.

Proof. Suppose that x �Kn y �Kn 0. For any 0 < λ < 1, we can write

λx = λy + (1− λ)
λ

1− λ
(x− y).

Then, using the SOC-convexity of −f yields that

f
soc

(λx) �Kn λf
soc

(y) + (1− λ)f
soc
( λ

1− λ
(x− y)

)
�Kn 0,

where the second inequality is true since f is from [0,∞) into itself and x−y �Kn 0. This

yields f
soc

(λx) �Kn λf
soc

(y). Now, letting λ → 1, we obtain that f
soc

(x) �Kn f
soc

(y),

which says that f is SOC-monotone. �

The converse of Proposition 2.8 is not true, in general. For counterexample, we

consider

f(t) = − cot
(
−π

2
(1 + t)−1 + π

)
, t ∈ [0,∞).

Notice that − cot(t) is SOC-monotone on [π/2, π), whereas −π
2
(1+t)−1 is SOC-monotone

on [0,∞). Hence, their compound function f(t) is SOC-monotone on [0,∞). However,

−f(t) does not satisfy the inequality (2.36) for all t ∈ (0,∞). For example, when t1 = 7.7

and t2 = 7.6, the left hand side of (2.36) equals 0.0080, whereas the right hand side equals

27.8884. This shows that f(t) = − cot(t) is not SOC-concave of order n ≥ 3. In sum-

mary, only one direction (“=⇒”) of Conjecture 2.2 holds. Whether Conjecture 2.1 is true

or not will be confirmed at the end of Section 2.3.

We notice that if f is not a function from [0,∞) into itself, then Proposition 2.8 may

be false. For instance, f(t) = −t2 is SOC-concave, but not SOC-monotone. In other

words, the domain of function f is an important factor for such relation. From now on,

we will demonstrate various characterizations regarding SOC-convex and SOC-monotone

functions.

Proposition 2.9. Let g : J → IR and h : I → J , where J ⊆ IR and I ⊆ IR. Then, the

following hold.
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(a) If g is SOC-concave and SOC-monotone on J and h is SOC-concave on I, then their

composition g ◦ h = g(h(·)) is also SOC-concave on I.

(b) If g is SOC-monotone on J and h is SOC-monotone on I, then g ◦ h = g(h(·)) is

SOC-monotone on I.

Proof. (a) For the sake of notation, let gsoc : Ŝ → IRn and hsoc : S → Ŝ be the vector-

valued functions associated with g and h, respectively, where S ⊆ IRn and Ŝ ⊆ IRn.

Define ĝ(t) = g(h(t)). Then, for any x ∈ S, it follows from (1.2) and (1.8) that

gsoc(hsoc(x)) = gsoc
[
h(λ1(x))u(1)x + h(λ2(x))u(2)x

]
= g

[
h(λ1(x))

]
u(1)x + g

[
h(λ2(x))

]
u(2)x

= ĝsoc(x). (2.8)

We next prove that ĝ(t) is SOC-concave on I. For any x, y ∈ S and 0 ≤ β ≤ 1, from the

SOC-concavity of h(t) it follows that

hsoc(βx+ (1− β)y) �Kn βh
soc(x) + (1− β)hsoc(y).

Using the SOC-monotonicity and SOC-concavity of g, we then obtain that

gsoc
[
hsoc(βx+ (1− β)y)

]
�Kn gsoc

[
βhsoc(x) + (1− β)hsoc(y)

]
�Kn βgsoc[hsoc(x)] + (1− β)gsoc[hsoc(y)].

This together with (2.8) implies that for any x, y ∈ S and 0 ≤ β ≤ 1,

(ĝ)soc
(
βx+ (1− β)y

)
�Kn β(ĝ)soc(x) + (1− β)(ĝ)soc(y).

Consequently, the function ĝ(t), i.e. g(h(·)) is SOC-concave on I.

(b) It is clear that for all x, y ∈ IRn, x �Kn y if and only if λi(x) ≥ λi(y) with i = 1, 2.

In addition, g is increasing on J since it is SOC-monotone. From the two facts, we

immediately obtain the result. �

Proposition 2.10. Suppose that f : IR → IR and z ∈ IRn. Let gz : IRn → IR be defined

by gz(x) := 〈f soc
(x), z〉. Then, f is SOC-convex if and only if gz is a convex function for

all z �Kn 0.

Proof. Suppose f is SOC-convex and let x, y ∈ IRn, λ ∈ [0, 1]. Then, we have

f
soc(

(1− λ)x+ λy
)
�Kn (1− λ)f

soc

(x) + λf
soc

(y),

which implies

gz ((1− λ)x+ λy) =
〈
f

soc(
(1− λ)x+ λy

)
, z
〉

≤
〈
(1− λ)f soc(x) + λf

soc

(y), z
〉

= (1− λ)〈f soc

(x) , z〉+ 〈f soc

(y), z〉
= (1− λ)gz(x) + λgz(y),
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where the inequality holds by Property 1.3(d). This says that gz is a convex function.

For the other direction, from the convexity of g, we obtain〈
f

soc(
(1− λ)x+ λy

)
, z
〉
≤
〈
(1− λ)f

soc

(x) + λf
soc

(y), z
〉
.

Since z �Kn 0, by Property 1.3(d) again, the above yields

f
soc(

(1− λ)x+ λy
)
�Kn (1− λ)f

soc

(x) + λf
soc

(y),

which says f is SOC-convex. �

Proposition 2.11. A differentiable function f : IR → IR is SOC-convex if and only if

f
soc

(y) �Kn f
soc

(x) +∇f soc
(x)(y − x) for all x, y ∈ IRn.

Proof. From Proposition 1.13, we know that f is differentiable if and only if f
soc

is

differentiable. Using the gradient formula given therein and following the arguments as

in [21, Proposition B.3] or [30, Theorem 2.3.5], the proof can be done easily. We omit

the details. �

To discover more characterizations and try to answer the aforementioned conjectures,

we develop the second-order Taylor’s expansion for the vector-valued SOC-function f
soc

defined as in (1.8), which is crucial to our subsequent analysis. To the end, we assume

that f ∈ C(2)(J) with J being an open interval in IR and dom(f
soc

) is open in IRn (this

is true by Proposition 1.4(a)). Given any x ∈ dom(f
soc

) and h = (h1, h2) ∈ IR × IRn−1,

we have x + th ∈ dom(f
soc

) for any sufficiently small t > 0. We wish to calculate the

Taylor’s expansion of the function f
soc

(x + th) at x for any sufficiently small t > 0. In

particular, we are interested in finding matrices ∇f soc
(x) and Ai(x) for i = 1, 2, . . . , n

such that

f
soc

(x+ th) = f
soc

(x) + t∇f soc

(x)h+
1

2
t2


hTA1(x)h

hTA2(x)h
...

hTAn(x)h

+ o(t2). (2.9)

Again, for convenience, we omit the variable notion x in λi(x) and u
(i)
x for i = 1, 2 in the

subsequent discussions.

It is known that f
soc

is differentiable (respectively, smooth) if and only if f is differ-

entiable (respectively, smooth), see Proposition 1.13. Moreover, there holds that

∇f soc

(x) =

 b(1) c(1)
xT2
‖x2‖

c(1)
x2
‖x2‖

a(0)I + (b(1) − a(0)) x2x
T
2

‖x2‖2

 (2.10)
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if x2 6= 0; and otherwise

∇f soc

(x) = f ′(x1)I, (2.11)

where

a(0) =
f(λ2)− f(λ1)

λ2 − λ1
, b(1) =

f ′(λ2) + f ′(λ1)

2
, c(1) =

f ′(λ2)− f ′(λ1)
2

.

Therefore, we only need to derive the formula of Ai(x) for i = 1, 2, · · · , n in (2.9).

We first consider the case where x2 6= 0 and x2 + th2 6= 0. By the definition (1.8), we

see that

f
soc

(x+ th) =
1

2
f(x1 + th1 − ‖x2 + th2‖)

[
1

− x2+th2
‖x2+th2‖

]

+
1

2
f(x1 + th1 + ‖x2 + th2‖)

[
1

x2+th2
‖x2+th2‖

]

=

 f(x1 + th1 − ‖x2 + th2‖) + f(x1 + th1 + ‖x2 + th2‖)
2

f(x1 + th1 + ‖x2 + th2‖)− f(x1 + th1 − ‖x2 + th2‖)
2

x2 + th2
‖x2 + th2‖


:=

[
Ξ1

Ξ2

]
.

To derive the Taylor’s expansion of f
soc

(x+ th) at x with x2 6= 0, we first write out and

expand ‖x2 + th2‖. Notice that

‖x2 + th2‖ =
√
‖x2‖2 + 2txT2 h2 + t2‖h2‖2 = ‖x2‖

√
1 + 2t

xT2 h2
‖x2‖2

+ t2
‖h2‖2
‖x2‖2

.

Therefore, using the fact that

√
1 + ε = 1 +

1

2
ε− 1

8
ε2 + o(ε2),

we may obtain

‖x2 + th2‖ = ‖x2‖
(

1 + t
α

‖x2‖
+

1

2
t2

β

‖x2‖2

)
+ o(t2), (2.12)

where

α =
xT2 h2
‖x2‖

, β = ‖h2‖2 −
(xT2 h2)

2

‖x2‖2
= ‖h2‖2 − α2 = hT2Mx2h2,

with

Mx2 = I − x2x
T
2

‖x2‖2
.
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Furthermore, from (2.12) and the fact that (1 + ε)−1 = 1− ε+ ε2 + o(ε2), it follows that

‖x2 + th2‖−1 = ‖x2‖−1
(

1− t α

‖x2‖
+

1

2
t2
(

2
α2

‖x2‖2
− β

‖x2‖2

)
+ o(t2)

)
. (2.13)

Combining equations (2.12) and (2.13) then yields that

x2 + th2
‖x2 + th2‖

=
x2
‖x2‖

+ t

(
h2
‖x2‖

− α

‖x2‖
x2
‖x2‖

)
+

1

2
t2
((

2
α2

‖x2‖2
− β

‖x2‖2

)
x2
‖x2‖

− 2
h2
‖x2‖

α

‖x2‖

)
+ o(t2)

=
x2
‖x2‖

+ tMx2

h2
‖x2‖

(2.14)

+
1

2
t2
(

3
hT2 x2x

T
2 h2

‖x2‖4
x2
‖x2‖

− ‖h2‖
2

‖x2‖2
x2
‖x2‖

− 2
h2h

T
2

‖x2‖2
x2
‖x2‖

)
+ o(t2).

In addition, from (2.12), we have the following equalities

f(x1 + th1 − ‖x2 + th2‖)

= f

(
x1 + th1 −

(
‖x2‖

(
1 + t

α

‖x2‖
+

1

2
t2

β

‖x2‖2

)
+ o(t2)

))
= f

(
λ1 + t(h1 − α)− 1

2
t2

β

‖x2‖
+ o(t2)

)
(2.15)

= f(λ1) + tf ′(λ1)(h1 − α) +
1

2
t2
(
−f ′(λ1)

β

‖x2‖
+ f ′′(λ1)(h1 − α)2

)
+ o(t2)

and

f(x1 + th1 + ‖x2 + th2‖)

= f

(
λ2 + t(h1 + α) +

1

2
t2

β

‖x2‖
+ o(t2)

)
(2.16)

= f(λ2) + tf ′(λ2)(h1 + α) +
1

2
t2
(
f ′(λ2)

β

‖x2‖
+ f ′′(λ2)(h1 + α)2

)
+ o(t2).

For i = 0, 1, 2, we define

a(i) =
f (i)(λ2)− f (i)(λ1)

λ2 − λ1
, b(i) =

f (i)(λ2) + f (i)(λ1)

2
, c(i) =

f (i)(λ2)− f (i)(λ1)

2
, (2.17)

where f (i) means the i-th derivative of f and f (0) is the same as the original f . Then, by

the equations (2.15)–(2.17), it can be verified that

Ξ1 =
1

2

(
f(x1 + th1 + ‖x2 + th2‖) + f(x1 + th1 − ‖x2 + th2‖)

)
= b(0) + t

(
b(1)h1 + c(1)α

)
+

1

2
t2
(
a(1)β + b(2)(h21 + α2) + 2c(2)h1α

)
+ o(t2)

= b(0) + t

(
b(1)h1 + c(1)hT2

x2
‖x2‖

)
+

1

2
t2hTA1(x)h+ o(t2),
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where

A1(x) =

 b(2) c(2)
xT2
‖x2‖

c(2)
x2
‖x2‖

a(1)I +
(
b(2) − a(1)

) x2xT2
‖x2‖2

 . (2.18)

Note that in the above expression for Ξ1, b
(0) is exactly the first component of f

soc
(x)

and (b(1)h1 + c(1)hT2
x2
‖x2‖) is the first component of ∇f soc

(x)h. Using the same techniques

again,

1

2

(
f(x1 + th1 + ‖x2 + th2‖)− f(x1 + th1 − ‖x2 + th2‖)

)
= c(0) + t

(
c(1)h1 + b(1)α

)
+

1

2
t2
(
b(1)

β

‖x2‖
+ c(2)(h21 + α2) + 2b(2)h1α

)
+ o(t2)

= c(0) + t
(
c(1)h1 + b(1)α

)
+

1

2
t2hTB(x)h+ o(t2), (2.19)

where

B(x) =

 c(2) b(2)
xT2
‖x2‖

b(2)
x2
‖x2‖

c(2)I +

(
b(1)

‖x2‖
− c(2)

)
Mx2

 . (2.20)

Using equations (2.19) and (2.14), we obtain that

Ξ2 =
1

2

(
f(x1 + th1 + ‖x2 + th2‖)− f(x1 + th1 − ‖x2 + th2‖)

) x2 + th2
‖x2 + th2‖

= c(0)
x2
‖x2‖

+ t

(
x2
‖x2‖

(c(1)h1 + b(1)α) + c(0)Mx2

h2
‖x2‖

)
+

1

2
t2W + o(t2),

where

W =
x2
‖x2‖

hTB(x)h+ 2Mx2

h2
‖x2‖

(
c(1)h1 + b(1)α

)
+c(0)

(
3
hT2 x2x

T
2 h2

‖x2‖4
x2
‖x2‖

− ‖h2‖
2

‖x2‖2
x2
‖x2‖

− 2
h2h

T
2

‖x2‖2
x2
‖x2‖

)
.

Now we denote

d :=
b(1) − a(0)

‖x2‖
=

2(b(1) − a(0))
λ2 − λ1

, U := hTC(x)h

V := 2
c(1)h1 + b(1)α

‖x2‖
− c(0)2 x

T
2 h2
‖x2‖3

= 2a(1)h1 + 2d
xT2 h2
‖x2‖

,

where

C(x) :=

 c(2) (b(2) − a(1)) xT2
‖x2‖

(b(2) − a(1)) x2
‖x2‖

dI +
(
c(2) − 3d

) x2xT2
‖x2‖2

 . (2.21)
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Then U can be further recast as

U = hTB(x)h+ c(0)3
hT2 x2x

T
2 h2

‖x2‖4
− c(0)‖h2‖

2

‖x2‖2
− 2

xT2 h2
‖x2‖2

(c(1)h1 + b(1)α).

Consequently,

W =
x2
‖x2‖

U + h2V.

We next consider the case where x2 = 0 and x2 + th2 6= 0. By definition (1.8),

f
soc

(x+ th) =
f(x1 + t(h1 − ‖h2‖))

2

 1

− h2
‖h2‖

+
f(x1 + t(h1 + ‖h2‖))

2

 1
h2
‖h2‖


=

 f(x1 + t(h1 − ‖h2‖)) + f(x1 + t(h1 + ‖h2‖))
2

f(x1 + t(h1 + ‖h2‖))− f(x1 + t(h1 − ‖h2‖))
2

h2
‖h2‖

 .
Using the Taylor expansion of f at x1, we can obtain that

1

2

[
f(x1 + t(h1 − ‖h2‖)) + f(x1 + t(h1 + ‖h2‖))

]
= f(x1) + tf (1)(x1)h1 +

1

2
t2f (2)(x1)h

Th+ o(t2),

1

2

[
f(x1 + t(h1 − ‖h2‖))− f(x1 + t(h1 + ‖h2‖))

]
= tf (1)(x1)h2 +

1

2
t2f (2)(x1)2h1h2 + o(t2).

Therefore,

f
soc

(x+ th) = f
soc

(x) + tf (1)(x1)h+
1

2
t2f (2)(x1)

[
hTh

2h1h2

]
.

Thus, under this case, we have that

A1(x) = f (2)(x1)I, Ai(x) = f (2)(x1)

[
0 ēTi−1
ēi−1 O

]
i = 2, · · · , n, (2.22)

where ēj ∈ IRn−1 is the vector whose j-th component is 1 and the others are 0.

Summing up the above discussions gives the following conclusion.

Proposition 2.12. Let f ∈ C(2)(J) with J being an open interval in IR and dom(f
soc

) ⊆
IRn. Then, for any x ∈ dom(f

soc
), h ∈ IRn and any sufficiently small t > 0, there holds

f
soc

(x+ th) = f
soc

(x) + t∇f soc

(x)h+
1

2
t2


hTA1(x)h

hTA2(x)h
...

hTAn(x)h

+ o(t2),
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where ∇f soc
(x) and Ai(x) for i = 1, 2, · · · , n are given by (2.11) and (2.22) if x2 = 0;

and otherwise ∇f soc
(x) and A1(x) are given by (2.10) and (2.18), respectively, and for

i ≥ 2,

Ai(x) = C(x)
x2i
‖x2‖

+Bi(x)

where

Bi(x) = veTi + eiv
T , v =

[
a(1) d

xT2
‖x2‖

]T
=

(
a(1),

d

‖x2‖
x2

)
.

From Proposition 2.11 and Proposition 2.12, the following consequence is obtained.

Proposition 2.13. Let f ∈ C(2)(J) with J being an open interval in IR and dom(f
soc

) ⊆
IRn. Then, f is SOC-convex if and only if for any x ∈ dom(f

soc
) and h ∈ IRn, the vector

hTA1(x)h

hTA2(x)h
...

hTAn(x)h

 ∈ Kn,
where Ai(x) is given as in (2.22).

Now we are ready to show our another main result about the characterization of

SOC-monotone functions. Two technical lemmas are needed for the proof. The first one

is so-called S-Lemma whose proof can be found in [125].

Lemma 2.3. Let A,B be symmetric matrices and yTAy > 0 for some y. Then, the

implication
[
zTAz ≥ 0⇒ zTBz ≥ 0

]
is valid if and only if B � λA for some λ ≥ 0.

Lemma 2.4. Given θ ∈ IR, a ∈ IRn−1, and a symmetric matrix A ∈ IRn×n. Let Bn−1 :=

{z ∈ IRn−1| ‖z‖ ≤ 1}. Then, the following hold.

(a) For any h ∈ Kn, Ah ∈ Kn is equivalent to A

[
1

z

]
∈ Kn for any z ∈ Bn−1.

(b) For any z ∈ Bn−1, θ + aT z ≥ 0 is equivalent to θ ≥ ‖a‖.

(c) If A =

[
θ aT

a H

]
with H being an (n− 1)× (n− 1) symmetric matrix, then for any

h ∈ Kn, Ah ∈ Kn is equivalent to θ ≥ ‖a‖ and there exists λ ≥ 0 such that the

matrix [
θ2 − ‖a‖2 − λ θaT − aTH

θa−HTa aaT −HTH + λI

]
� O.
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Proof. (a) For any h ∈ Kn, suppose that Ah ∈ Kn. Let h =

[
1

z

]
where z ∈ Bn−1. Then

h ∈ Kn and the desired result follows. For the other direction, if h = 0, the conclusion is

obvious. Now let h := (h1, h2) be any nonzero vector in Kn. Then, h1 > 0 and ‖h2‖ ≤ h1.

Consequently, h2
h1
∈ Bn−1 and A

[
1
h2
h1

]
∈ Kn. Since Kn is a cone, we have

h1A

[
1
h2
h1

]
= Ah ∈ Kn.

(b) For z ∈ Bn−1, suppose θ + aT z ≥ 0. If a = 0, then the result is clear since θ ≥ 0. If

a 6= 0, let z := − a
‖a‖ . Clearly, z ∈ Bn−1 and hence θ+ −aT a

‖a‖ ≥ 0 which gives θ−‖a‖ ≥ 0.

For the other direction, the result follows from the Cauchy Schwarz Inequality:

θ + aT z ≥ θ − ‖a‖ · ‖z‖ ≥ θ − ‖a‖ ≥ 0.

(c) From part(a), Ah ∈ Kn for any h ∈ Kn is equivalent to A

[
1

z

]
∈ Kn for any

z ∈ Bn−1. Notice that

A

[
1

z

]
=

[
θ aT

a H

] [
1

z

]
=

[
θ + aT z

a +Hz

]
.

Then, Ah ∈ Kn for any h ∈ Kn is equivalent to the following two things:

θ + aT z ≥ 0 for any z ∈ Bn−1 (2.23)

and

(a +Hz)T (a +Hz) ≤ (θ + aT z)2, for any z ∈ Bn−1. (2.24)

By part(b), (2.23) is equivalent to θ ≥ ‖a‖. Now, we write the expression of (2.24) as

below:

zT
(
aaT −HTH

)
z + 2

(
θaT − aTH

)
z + θ2 − aTa ≥ 0, for any z ∈ Bn−1,

which can be further simplified as[
1 zT

] [ θ2 − ‖a‖2 θaT − aTH

θa−HTa aaT −HTH

] [
1

z

]
≥ 0, for any z ∈ Bn−1.

Observe that z ∈ Bn−1 is the same as[
1 zT

] [ 1 0

0 −I

] [
1

z

]
≥ 0.

Thus, by applying the S-Lemma (Lemma 2.3), there exists λ ≥ 0 such that[
θ2 − ‖a‖2 θaT − aTH

θa−HTa aaT −HTH

]
− λ

[
1 0

0 −I

]
� O.

This completes the proof of part(c). �



64 CHAPTER 2. SOC-CONVEXITY AND SOC-MONOTONITY

Proposition 2.14. Let f ∈ C(1)(J) with J being an open interval and dom(f
soc

) ⊆ IRn.

Then, the following hold.

(a) f is SOC-monotone of order 2 if and only if f ′(τ) ≥ 0 for any τ ∈ J .

(b) f is SOC-monotone of order n ≥ 3 if and only if the 2× 2 matrix f (1)(t1)
f(t2)− f(t1)

t2 − t1
f(t2)− f(t1)

t2 − t1
f (1)(t2)

 � O, ∀ t1, t2 ∈ J.

Proof. By the definition of SOC-monotonicity, f is SOC-monotone if and only if

f
soc

(x+ h)− f soc

(x) ∈ Kn (2.25)

for any x ∈ dom(f
soc

) and h ∈ Kn such that x+h ∈ dom(f
soc

). By the first-order Taylor

expansion of f
soc

, i.e.,

f
soc

(x+ h) = f
soc

(x) +∇f soc

(x+ th)h for some t ∈ (0, 1),

it is clear that (2.25) is equivalent to ∇f soc
(x + th)h ∈ Kn for any x ∈ dom(f

soc
) and

h ∈ Kn such that x+h ∈ dom(f
soc

), and some t ∈ (0, 1). Let y := x+ th = µ1v
(1)+µ2v

(2)

for such x, h and t. We next proceed the arguments by the two cases of y2 6= 0 and y2 = 0.

Case (1): y2 6= 0. Under this case, we notice that

∇f soc

(y) =

[
θ aT

a H

]
,

where

θ = b̃(1), a = c̃(1)
y2
‖y2‖

, and H = ã(0)I + (b̃(1) − ã(0)) y2y
T
2

‖y2‖2
,

with

ã(0) =
f(µ2)− f(µ1)

µ2 − µ1

, b̃(1) =
f ′(µ2) + f ′(µ1)

2
, c̃(1) =

f ′(µ2)− f ′(µ1)

2
.

In addition, we also observe that

θ2 − ‖a‖2 = (b̃(1))2 − (c̃(1))2, θaT − aTH = 0

and

aaT −HTH = −(ã(0))2I +
(

(c̃(1))2 − (b̃(1))2 + (ã(0))2
) y2y

T
2

‖y2‖2
.

Thus, by Lemma 2.4, f is SOC-monotone if and only if

(i) b̃(1) ≥ |c̃(1)|;
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(ii) and there exists λ ≥ 0 such that the matrix (b̃(1))2 − (c̃(1))2 − λ 0

0 (λ− (ã(0))2)I +
(

(c̃(1))2 − (b̃(1))2 + (ã(0))2
) y2y

T
2

‖y2‖2

 � O.

When n = 2, (i) together with (ii) is equivalent to saying that f ′(µ1) ≥ 0 and f ′(µ2) ≥ 0.

Then we conclude that f is SOC-monotone if and only if f ′(τ) ≥ 0 for any τ ∈ J .

When n ≥ 3, (ii) is equivalent to saying that (b̃(1))2− (c̃(1))2− λ ≥ 0 and λ− (ã(0))2 ≥ 0,

i.e., (b̃(1))2 − (c̃(1))2 ≥ (ã(0))2. Therefore, (i) together with (ii) is equivalent to f (1)(µ1)
f(µ2)− f(µ1)

µ2 − µ1
f(µ2)− f(µ1)

µ2 − µ1

f (1)(µ2)

 � O

for any x ∈ IRn, h ∈ Kn such that x + h ∈ domf
soc

, and some t ∈ (0, 1). Thus, we

conclude that f is SOC-monotone if and only if f (1)(t1)
f(t2)− f(t1)

t2 − t1
f(t2)− f(t1)

t2 − t1
f (1)(t2)

 � O for all t1, t2 ∈ J.

Case (2): y2 = 0. Now we have µ1 = µ2 and ∇f soc
(y) = f (1)(µ1)I = f (1)(µ2)I. Hence, f

is SOC-monotone is equivalent to f (1)(µ1) ≥ 0, which is also equivalent to f (1)(µ1)
f(µ2)− f(µ1)

µ2 − µ1
f(µ2)− f(µ1)

µ2 − µ1

f (1)(µ2)

 � O

since f (1)(µ1) = f (1)(µ2) and f(µ2)−f(µ1)
µ2−µ1 = f (1)(µ1) = f (1)(µ2) by the Taylor formula and

µ1 = µ2. Thus, similar to Case (1), the conclusion also holds under this case. �

The SOC-convexity and SOC-monotonicity are also connected to their counterparts,

matrix-convexity and matrix-monotonicity. Before illustrating their relations, we briefly

recall definitions of matrix-convexity and matrix-monotonicity.

Definition 2.2. Let Msa
n denote n×n self-adjoint complex matrices, σ(A) be the spectrum

of a matrix A, and J ⊆ IR be an interval.

(a) A function f : J → IR is called matrix monotone of degree n or n-matrix monotone

if, for every A,B ∈Msa
n with σ(A) ⊆ J and σ(B) ⊆ J , it holds that

A � B =⇒ f(A) � f(B).
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(b) A function f : J → IR is called operator monotone or matrix monotone if it is

n-matrix monotone for all n ∈ N.

(c) A function f : J → IR is called matrix convex of degree n or n-matrix convex if, for

every A,B ∈Msa
n with σ(A) ⊆ J and σ(B) ⊆ J , it holds that

f((1− λ)A+ λB) � (1− λ)f(A) + λf(B).

(d) A function f : J → IR is called operator convex or matrix convex if it is n-matrix

convex for all n ∈ N.

(e) A function f : J → IR is called matrix concave of degree n or n-matrix concave if

−f is n-matrix convex.

(f) A function f : J → IR is called operator concave or matrix concave if it is n-matrix

concave for all n ∈ N.

In fact, from Proposition 2.14 and [76, Theorem 6.6.36], we immediately have the

following consequences.

Proposition 2.15. Let f ∈ C(1)(J) with J being an open interval in IR. Then, the

following hold.

(a) f is SOC-monotone of order n ≥ 3 if and only if it is 2-matrix monotone, and f is

SOC-monotone of order n ≤ 2 if it is 2-matrix monotone.

(b) Suppose that n ≥ 3 and f is SOC-monotone of order n. Then, f ′(t0) = 0 for some

t0 ∈ J if and only if f(·) is a constant function on J .

We illustrate a few examples by using either Proposition 2.14 or Proposition 2.15.

Example 2.9. Let f : (0,∞) → IR be f(t) = ln t. Then, f(t) is SOC-monotone on

(0,∞).

Solution. To see this, it needs to verify that the 2× 2 matrix f (1)(t1)
f(t2)− f(t1)

t2 − t1
f(t2)− f(t1)

t2 − t1
f (1)(t2)

 =

 1

t1

ln(t2)− ln(t1)

t2 − t1
ln(t2)− ln(t1)

t2 − t1
1

t2


is positive semidefinite for all t1, t2 ∈ (0,∞). �

Example 2.10. (a) For any fixed σ ∈ IR, the function f(t) = 1
σ−t is SOC-monotone on

(σ,∞).
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(b) For any fixed σ ∈ IR, the function f(t) =
√
t− σ is SOC-monotone on [σ,∞).

(c) For any fixed σ ∈ IR, the function f(t) = ln(t− σ) is SOC-monotone on (σ,∞).

(d) For any fixed σ ≥ 0, the function f(t) = t
t+σ

is SOC-monotone on (−σ,∞).

Solution. (a) For any t1, t2 ∈ (σ,∞), it is clear to see that
1

(σ − t1)2
1

(σ − t2)(σ − t1)
1

(σ − t2)(σ − t1)
1

(σ − t2)2

 � O.

Then, applying Proposition 2.14 yields the desired result.

(b) If x �Kn σe, then (x− σe)1/2 �Kn 0. Thus, by Proposition 2.14, it suffices to show
1

2
√
t1 − σ

√
t2 − σ −

√
t1 − σ

t2 − t1√
t2 − σ −

√
t1 − σ

t2 − t1
1

2
√
t2 − σ

 � O for any t1, t2 > 0,

which is equivalent to proving that

1

4
√
t1 − σ

√
t2 − σ

− 1

(
√
t2 − σ +

√
t1 − σ)2

≥ 0.

This inequality holds by 4
√
t1 − σ

√
t2 − σ ≤ (

√
t2 − σ+

√
t1 − σ)2 for any t1, t2 ∈ (σ,∞).

(c) By Proposition 2.14, it suffices to prove that for any t1, t2 ∈ (σ,∞),
1

(t1 − σ)

1

(t2 − t1)
ln

(
t2 − σ
t1 − σ

)
1

(t2 − t1)
ln

(
t2 − σ
t1 − σ

)
1

(t2 − σ)

 � O,

which is equivalent to showing that

1

(t1 − σ)(t2 − σ)
−
[

1

(t2 − t1)
ln

(
t2 − σ
t1 − σ

)]2
≥ 0.

Notice that ln t ≤ t− 1 (t > 0), and hence it is easy to verify that[
1

(t2 − t1)
ln

(
t2 − σ
t1 − σ

)]2
≤ 1

(t1 − σ)(t2 − σ)
.

Consequently, the desired result follows.
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(d) Since for any fixed σ ≥ 0 and any t1, t2 ∈ (−σ,∞), there holds that
σ

(σ + t1)2
σ

(σ + t2)(σ + t1)
σ

(σ + t2)(σ + t1)

σ

(σ + t2)2

 � O,

we immediately obtain the desired result from Proposition 2.14. �

We point out that the SOC-monotonicity of order 2 does not imply the 2-matrix

monotonicity. For example, f(t) = t2 is SOC-monotone of order 2 on (0,∞) by Exam-

ple 2.2(a), but by [76, Theorem 6.6.36] we can verify that it is not 2-matrix monotone.

Proposition 2.15(a) indicates that a continuously differentiable function defined on an

open interval must be SOC-monotone if it is 2-matrix monotone.

Next, we exploit Peirce decomposition to derive some characterizations for SOC-

convex functions. Let f ∈ C(2)(J) with J being an open interval in IR and dom(f
soc

) ⊆
IRn. For any x ∈ dom(f

soc
) and h ∈ IRn, if x2 = 0, from Proposition 2.12, we have
hTA1(x)h

hTA2(x)h
...

hTAn(x)h

 = f (2)(x1)

[
hTh

2h1h2

]
.

Since (hTh, 2h1h2) ∈ Kn, from Proposition 2.13, it follows that f is SOC-convex if and

only if f (2)(x1) ≥ 0. By the arbitrariness of x1, f is SOC-convex if and only if f is convex

on J .

For the case of x2 6= 0, we let x = λ1u
(1) + λ2u

(2), where u(1) and u(2) are given by

(1.4) with x̄2 = x2
‖x2‖ . Let u(i) = (0, υ

(i)
2 ) for i = 3, · · · , n, where υ

(3)
2 , · · · , υ(n)2 is any

orthonormal set of vectors that span the subspace of IRn−2 orthogonal to x2. It is easy

to verify that the vectors u(1), u(2), u(3), · · · , u(n) are linearly independent. Hence, for any

given h = (h1, h2) ∈ IR× IRn−1, there exists µi, i = 1, 2, · · · , n such that

h = µ1

√
2u(1) + µ2

√
2u(2) +

n∑
i=3

µi u
(i).

From (2.18), we can verify that b(2) + c(2) and b(2)− c(2) are the eigenvalues of A1(x) with

u(2) and u(1) being the corresponding eigenvectors, and a(1) is the eigenvalue of multiplicity

n−2 with u(i) = (0, υ
(i)
2 ) for i = 3, . . . , n being the corresponding eigenvectors. Therefore,

hTA1(x)h = µ2
1(b

(2) − c(2)) + µ2
2(b

(2) + c(2)) + a(1)
n∑
i=3

µ2
i

= f (2)(λ1)µ
2
1 + f (2)(λ2)µ

2
2 + a(1)µ2, (2.26)
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where

µ2 =
∑n

i=3 µ
2
i .

Similarly, we can verify that c(2) + b(2) − a(1) and c(2) − b(2) + a(1) are the eigenvalues of c(2) (b(2) − a(1)) xT2
‖x2‖

(b(2) − a(1)) x2
‖x2‖

dI +
(
c(2) − d

) x2xT2
‖x2‖2


with u(2) and u(1) being the corresponding eigenvectors, and d is the eigenvalue of mul-

tiplicity n− 2 with u(i) = (0, υ
(i)
2 ) for i = 3, · · · , n being the corresponding eigenvectors.

Notice that C(x) in (2.21) can be decomposed the sum of the above matrix and 0 0

0 −2d
x2x

T
2

‖x2‖2

 .
Consequently,

hTC(x)h = µ2
1(c

(2) − b(2) + a(1)) + µ2
2(c

(2) + b(2) − a(1))− d(µ2 − µ1)
2 + dµ2. (2.27)

In addition, by the definition of Bi(x), it is easy to compute that

hTBi(x)h =
√

2h2,i−1(µ1(a
(1) − d) + µ2(a

(1) + d)), (2.28)

where h2i = (h21, . . . , h2,n−1). From equations (2.26)-(2.28) and the definition of Ai(x) in

(2.22), we thus have

n∑
i=2

(hTAi(x)h)2 = [hTC(x)h]2 + 2‖h2‖2(µ1(a
(1) − d) + µ2(a

(1) + d))2

+2(µ2 − µ1)h
TC(x)h(µ1(a

(1) − d) + µ2(a
(1) + d))

= [hTC(x)h]2 + 2(
1

2
(µ2 − µ1)

2 + µ2)(µ1(a
(1) − d) + µ2(a

(1) + d))2

+2(µ2 − µ1)h
TC(x)h(µ1(a

(1) − d) + µ2(a
(1) + d))

= [hTC(x)h+ (µ2 − µ1)(µ1(a
(1) − d) + µ2(a

(1) + d))]2

+2µ2(µ1(a
(1) − d) + µ2(a

(1) + d))2

= [−f (2)(λ1)µ
2
1 + f (2)(λ2)µ

2
2 + dµ2]2

+2µ2(µ1(a
(1) − d) + µ2(a

(1) + d))2. (2.29)

On the other hand, by Proposition 2.13, f is SOC-convex if and only if

A1(x) � O and
n∑
i=2

(hTAi(x)h)2 ≤ (hTA1(x)h)2. (2.30)
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From (2.26) and (2.29)-(2.40), we have that f is SOC-convex if and only if A1(x) � O

and [
−f (2)(λ1)µ

2
1 + f (2)(λ2)µ

2
2 + dµ2

]2
+ 2µ2(µ1(a

(1) − d) + µ2(a
(1) + d))2

≤
[
f (2)(λ1)µ

2
1 + f (2)(λ2)µ

2
2 + a(1)µ2

]2
. (2.31)

When n = 2, it is clear that µ = 0. Then, f is SOC-convex if and only if

A1(x) � O and f (2)(λ1)f
(2)(λ2) ≥ 0.

From the previous discussions, we know that b(2) − c(2) = f (2)(λ1), b
(2) + c(2) = f (2)(λ2)

and a(1) = f (1)(λ2)−f (1)(λ1)
λ2−λ1 are all eigenvalues of A1(x). Thus, f is SOC-convex if and only

if

f (2)(λ2) ≥ 0, f (2)(λ1) ≥ 0, f (1)(λ2) ≥ f (1)(λ1),

which by the arbitrariness of x is equivalent to saying that f is convex on J .

When n ≥ 3, if µ = 0, then from the discussions above, we know that f is SOC-convex

if and only if f is convex. If µ 6= 0, without loss of generality, we assume that µ2 = 1.

Then, the inequality (2.41) above is equivalent to

4f (2)(λ1)f
(2)(λ2)µ

2
1µ

2
2 + (a(1))2 − d2

+2f (2)(λ2)µ
2
2(a

(1) − d) + 2f (2)(λ1)µ
2
1(a

(1) + d)

−2
(
µ2
1(a

(1) − d)2 + µ2
2(a

(1) + d)2 + 2µ1µ2((a
(1))2 − d2)

)
≥ 0 for any µ1, µ2. (2.32)

Now we show that A1(x) � O and (2.32) holds if and only if f is convex on J and

f (2)(λ1)(a
(1) + d) ≥ (a(1) − d)2, (2.33)

f (2)(λ2)(a
(1) − d) ≥ (a(1) + d)2. (2.34)

Indeed, if f is convex on J , then by the discussions above A1(x) � O clearly holds. If

the inequalities (2.33) and (2.34) hold, then by the convexity of f we have a(1) ≥ |d|. If

µ1µ2 ≤ 0, then we readily have the inequality (2.32). If µ1µ2 > 0, then using a(1) ≥ |d|
yields that

f (2)(λ1)f
(2)(λ2)µ

2
1µ

2
2 ≥ (a(1))2 − d2.

Combining with equations (2.33) and (2.34) thus leads to the inequality (2.32). On the

other hand, if A1(x) � O, then f must be convex on J by the discussions above, whereas

if the inequality (2.32) holds for any µ1, µ2, then by letting µ1 = µ2 = 0 yields that

a(1) ≥ |d|. (2.35)

Using the inequality (2.35) and letting µ1 = 0 in (2.32) then yields (2.33), whereas using

(2.35) and letting µ2 = 0 in (2.32) leads to (2.34). Thus, when n ≥ 3, f is SOC-convex
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if and only if f is convex on J and (2.33) and (2.34) hold. We notice that (2.33) and

(2.34) are equivalent to

1

2
f (2)(λ1)

[f(λ1)− f(λ2) + f (1)(λ2)(λ2 − λ1)]
(λ2 − λ1)2

≥ [f(λ2)− f(λ1)− f (1)(λ1)(λ2 − λ1)]2

(λ2 − λ1)4

and

1

2
f (2)(λ2)

[f(λ2)− f(λ1)− f (1)(λ1)(λ2 − λ1)]
(λ2 − λ1)2

≥ [f(λ1)− f(λ2) + f (1)(λ2)(λ2 − λ1)]2

(λ2 − λ1)4
.

Therefore, f is SOC-convex if and only if f is convex on J , and

1

2
f (2)(t0)

[f(t0)− f(t)− f (1)(t)(t0 − t)]
(t0 − t)2

≥ [f(t)− f(t0)− f (1)(t0)(t− t0)]2

(t0 − t)4
, ∀ t0, t ∈ J. (2.36)

Summing up the above analysis, we can characterize the SOC-convexity as follows.

Proposition 2.16. Let f ∈ C(2)(J) with J being an open interval in IR and dom(f
soc

) ⊆
IRn. Then, the following hold.

(a) f is SOC-convex of order 2 if and only if f is convex.

(b) f is SOC-convex of order n ≥ 3 if and only if f is convex and the inequality (2.36)

holds for any t0, t ∈ J .

By the formulas of divided differences, it is not hard to verify that f is convex on J

and (2.36) holds for any t0, t ∈ J if and only if[
42f(t0, t0, t0) 42f(t0, t, t0)

42f(t, t0, t0) 42f(t, t, t0)

]
� O. (2.37)

This, together with Proposition 2.16 and [76, Theorem 6.6.52], leads to the following

results.

Proposition 2.17. Let f ∈ C(2)(J) with J being an open interval in IR and dom(f
soc

) ⊆
IRn. Then, the following hold.

(a) f is SOC-convex of order n ≥ 3 if and only if it is 2-matrix convex.
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(b) f is SOC-convex of order n ≤ 2 if it is 2-matrix convex.

Proposition 2.17 implies that, if f is a twice continuously differentiable function de-

fined on an open interval J and 2-matrix convex, then it must be SOC-convex. Similar to

Proposition 2.15(a), when f is SOC-convex of order 2, it may not be 2-matrix convex. For

example, f(t) = t3 is SOC-convex of order 2 on (0,+∞) by Example 2.3(c), but it is easy

to verify that (2.37) does not hold for this function, and consequently, f is not 2-matrix

convex. Using Proposition 2.17, we may prove that the direction “⇐” of Conjecture 2.2

does not hold in general, although the other direction is true due to Proposition 2.8.

Particularly, from Proposition 2.17 and [69, Theorem 2.3], we can establish the following

characterizations for SOC-convex functions.

Proposition 2.18. Let f ∈ C(4)(J) with J being an open interval in IR and dom(f
soc

) ⊆
IRn. If f (2)(t) > 0 for every t ∈ J , then f is SOC-convex of order n with n ≥ 3 if and

only if one of the following conditions holds.

(a) For every t ∈ J , the 2× 2 matrix f (2)(t)

2

f (3)(t)

6
f (3)(t)

6

f (4)(t)

24

 � O.

(b) There is a positive concave function c(·) on I such that f (2)(t) = c(t)−3 for every

t ∈ J .

(c) There holds that([
f(t0)− f(t)− f (1)(t)(t0 − t)

]
(t0 − t)2

)([
f(t)− f(t0)− f (1)(t0)(t− t0)

]
(t0 − t)2

)
≤ 1

4
f (2)(t0)f

(2)(t). (2.38)

Moreover, f is also SOC-convex of order 2 under one of the above conditions.

Proof. We note that f is convex on J . Therefore, by Proposition 2.17, it suffices to

prove the following equivalence:

(2.36) ⇐⇒ assertion (a) ⇐⇒ assertion (b) ⇐⇒ assertion (c).

Case (1). (2.36) ⇒ assertion (a): From the previous discussions, we know that (2.36)

is equivalent to (2.33) and (2.34). We expand (2.33) using Taylor’s expansion at λ1 to

the forth order and get
3

4
f (2)(λ1)f

(4)(λ1) ≥ (f (3)(λ1))
2.
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We do the same for the inequality (2.34) at λ2 and get the inequality

3

4
f (2)(λ2)f

(4)(λ2) ≥ (f (3)(λ2))
2.

The above two inequalities are precisely

3

4
f (2)(t)f (4)(t) ≥ (f (3)(t))2, ∀t ∈ J, (2.39)

which is clearly equivalent to saying that the 2× 2 matrix in (a) is positive semidefinite.

Case (2). assertion (a) ⇒ assertion (b): Take c(t) = [f (2)(t)]−1/3 for t ∈ J . Then c is a

positive function and f (2)(t) = c(t)−3. By twice differentiation, we obtain

f (4)(t) = 12c(t)−5[c′(t)(t)]2 − 3c(t)−4c′′(t).

Substituting the last equality into the matrix in (a) then yields that

− 1

16
c(t)−7c′′(t) ≥ 0,

which, together with c(t) > 0 for every t ∈ J , implies that c is concave.

Case (3). assertion (b) ⇒ assertion (c): We first prove the following fact: if f (2)(t) is

strictly positive for every t ∈ J and the function c(t) =
[
f (2)(t)

]−1/3
is concave on J ,

then

[f(t0)− f(t)− f (1)(t)(t0 − t)]
(t0 − t)2

≤ 1

2
f (2)(t0)

1/3f (2)(t)2/3, ∀ t0, t ∈ J. (2.40)

Indeed, using the concavity of the function c, it follows that

[f(t0)− f(t)− f (1)(t)(t0 − t)]
(t0 − t)2

=

∫ 1

0

∫ u1

0

f (2) [t+ u2(t0 − t)] du2du1

=

∫ 1

0

∫ u1

0

c ((1− u2)t+ u2t0))
−3 du2du1

≤
∫ 1

0

∫ u1

0

((1− u2)c(t) + u2c(t0))
−3 du2du1.

Notice that g(t) = 1/t (t > 0) has the second-order derivative g(2)(t) = 2/t3. Hence,

[f(t0)− f(t)− f (1)(t)(t0 − t)]
(t0 − t)2

≤ 1

2

∫ 1

0

∫ u1

0

g(2) ((1− u2)c(t) + u2c(t0)) du2du1

=
1

2

(
g(c(t0))− g(c(t))

(c(t0)− c(t))2
− g(1)(c(t))

c(t0)− c(t)

)
=

1

2c(t0)c(t)c(t)

=
1

2
f (2)(t0)

1/3f (2)(t)2/3,
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which implies the inequality (2.40). Now exchanging t0 with t in (2.40), we obtain

[f(t)− f(t0)− f (1)(t0)(t− t0)]
(t0 − t)2

≤ 1

2
f (2)(t)1/3f (2)(t0)

2/3, ∀ t, t0 ∈ J. (2.41)

Since f is convex on J by the given assumption, the left hand sides of the inequalities

(2.40) and (2.41) are nonnegative, and their product satisfies the inequality of (2.38).

Case (4). assertion (c) ⇒ (2.36): We introduce a function F : J → IR defined by

F (t) =
1

2
f (2)(t0)[f(t0)− f(t)− f (1)(t)(t0 − t)]−

[f(t)− f(t0)− f (1)(t0)(t− t0)]2

(t0 − t)2

if t 6= t0, and otherwise F (t0) = 0. We next prove that F is nonnegative on J . It is easy

to verify that such F (t) is differentiable on J , and moreover,

F ′(t) =
1

2
f (2)(t0)f

(2)(t)(t− t0)

−2(t− t0)−2[f(t)− f(t0)− f (1)(t0)(t− t0)](f (1)(t)− f (1)(t0))

+2(t− t0)−3[f(t)− f(t0)− f (1)(t0)(t− t0)]2

=
1

2
f (2)(t0)f

(2)(t)(t− t0)

−2(t− t0)−3[f(t)− f(t0)− f (1)(t0)(t− t0)][f(t0)− f(t)− f (1)(t)(t0 − t)]

= 2(t− t0)
[

1

4
f (2)(t0)f

(2)(t)− (t− t0)−4
(
f(t)− f(t0)− f (1)(t0)(t− t0)

)
(
f(t0)− f(t)− f (1)(t)(t0 − t)

) ]
.

Using the inequality in part(c), we can verify that F (t) has a minimum value 0 at t = t0,

and therefore, F (t) is nonnegative on J . This implies the inequality (2.36). �

We demonstrate a few examples by using either Proposition 2.16, Proposition 2.17,

or Proposition 2.18.

Example 2.11. Let f : IR→ [0,∞) be f(t) = et. Then,

(a) f is SOC-convex of order 2 on IR;

(b) f is not SOC-convex of order n ≥ 3 on IR.

Solution. (a) By applying Proposition 2.16(a), it is clear that f is SOC-convex because

exponential function is a convex function on IR.

(b) As below, it is a counterexample which shows f(t) = et is not SOC-convex of order

n ≥ 3. To see this, we compute that

e[(2,0,−1)+(6,−4,−3)]/2 = e(4,−2,−2)

= e4
(

cosh(2
√

2) , sinh(2
√

2) · (−2,−2)/(2
√

2)
)

≈ (463.48,−325.45,−325.45)
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and

1

2

(
e(2,0,−1) + e(6,−4,−3)

)
=

1

2

[
e2(cosh(1), 0,− sinh(1)) + e6(cosh(5), sinh(5) · (−4,−3)/5)

]
= (14975,−11974,−8985).

We see that 14975− 463.48 = 14511.52, but∥∥(−11974,−8985)− (−325.4493,−325.4493)
∥∥ = 14515 > 14511.52

which is a contradiction. �

Example 2.12. (a) For any fixed σ ∈ IR, the function f(t) = (t − σ)−r with r ≥ 0 is

SOC-convex on (σ,∞) if and only if 0 ≤ r ≤ 1.

(a) For any fixed σ ∈ IR, the function f(t) = (t − σ)r with r ≥ 0 is SOC-convex on

[σ,∞) if and only if 1 ≤ r ≤ 2, and f is SOC-concave on [σ,∞) if and only if

0 ≤ r ≤ 1.

(c) For any fixed σ ∈ IR, the function f(t) = ln(t− σ) is SOC-concave on (σ,∞).

(d) For any fixed σ ≥ 0, the function f(t) = t
t+σ

is SOC-concave on (−σ,∞).

Solution. (a) For any fixed σ ∈ IR, by a simple computation, we have that f (2)(t)

2

f (3)(t)

6
f (3)(t)

6

f (4)(t)

24

 =

 r(r + 1)(t− σ)−r−2

2

r(r + 1)(−r − 2)(t− σ)−r−3

6
r(r + 1)(−r − 2)(t− σ)−r−3

6

r(r + 1)(r + 2)(r + 3)(t− σ)−r−4

24

 .
The sufficient and necessary condition for the above matrix being positive semidefinite is

r2(r + 1)2(r + 2)(r + 3)(t− σ)−2r−6

24
− r2(r + 1)2(r + 2)2(t− σ)−2r−6

18
≥ 0, (2.42)

which is equivalent to requiring 0 ≤ r ≤ 1. By Proposition 2.18, it then follows that f is

SOC-convex on (σ,+∞) if and only if 0 ≤ r ≤ 1.

(b) For any fixed σ ∈ IR, by a simple computation, we have that f (2)(t)

2

f (3)(t)

6
f (3)(t)

6

f (4)(t)

24

 =

 r(r − 1)(t− σ)r−2

2

r(r − 1)(r − 2)(t− σ)r−3

6
r(r − 1)(r − 2)(t− σ)r−3

6

r(r − 1)(r − 2)(r − 3)(t− σ)r−4

24

 .
The sufficient and necessary condition for the above matrix being positive semidefinite is

r ≥ 1 and
r2(r − 1)2(r − 2)(r − 3)(t− σ)2r−6

24
− r2(r − 1)2(r − 2)2(t− σ)2r−6

18
≥ 0,

(2.43)
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whereas the sufficient and necessary condition for it being negative semidefinite is

0 ≤ r ≤ 1 and
r2(r − 1)2(r − 2)(r − 3)(t− σ)t2r−6

24
− r2(r − 1)2(r − 2)2(t− σ)2r−6

18
≥ 0.

(2.44)

It is easily shown that (2.43) holds if and only if 1 ≤ r ≤ 2, and (2.44) holds if and only

if 0 ≤ r ≤ 1. By Proposition 2.18, this shows that f is SOC-convex on (σ,∞) if and only

if 1 ≤ r ≤ 2, and f is SOC-concave on (σ,∞) if and only if 0 ≤ r ≤ 1. This together

with the definition of SOC-convexity yields the desired result.

(c) Notice that for any t > σ, there always holds that

−

 f (2)(t)

2

f (3)(t)

6
f (3)(t)

6

f (4)(t)

24

 =


1

2(t− σ)2
− 1

3(t− σ)3

− 1

3(t− σ)3
1

4(t− σ)4

 � O.

Consequently, from Proposition 2.18(a), we conclude that f is SOC-concave on (σ,∞).

(d) For any t > −σ, it is easy to compute that

−

 f (2)(t)

2

f (3)(t)

6
f (3)(t)

6

f (4)(t)

24

 =


1

(t+ σ)3
− 1

(t+ σ)4

− 1

(t+ σ)4
1

(t+ σ)5

 � O.

By Proposition 2.18 again, we then have that the function f is SOC-concave on (−σ,∞).

�

2.3 Further characterizations in Hilbert space

In this section, we establish further characterizations in the setting of Hilbert space. The

main idea is similar, nonetheless, the approach is slightly different. Let H be a real Hilbert

space of dimension dim(H) ≥ 3 endowed with an inner product 〈·, ·〉 and its induced norm

‖ · ‖. Fix a unit vector e ∈ H and denote by 〈e〉⊥ the orthogonal complementary space

of e, i.e., 〈e〉⊥ = {x ∈ H | 〈x, e〉 = 0} . Then each x can be written as

x = xe + x0e for some xe ∈ 〈e〉⊥ and x0 ∈ IR.

The second-order cone (SOC) in H, also called the Lorentz cone, is a set defined by

K :=

{
x ∈ H

∣∣ 〈x, e〉 ≥ 1√
2
‖x‖
}

= {xe + x0e ∈ H |x0 ≥ ‖xe‖} .

We also call this K the second-order cone because it reduces to SOC when H equals the

space IRn. From [53, Section 2], we know that K is a pointed closed convex self-dual
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cone. Hence, H becomes a partially ordered space via the relation �Kn . In the sequel,

for any x, y ∈ H, we always write x �Kn y (respectively, x �Kn y) when x − y ∈ K

(respectively, x − y ∈ intK); and denote xe by the vector xe
‖xe‖ if xe 6= 0, and otherwise

by any unit vector from 〈e〉⊥.

Likewise, associated with the second-order cone K, each x = xe + x0e ∈ H can be

decomposed as

x = λ1(x)u(1)x + λ2(x)u(2)x ,

where λi(x) ∈ IR and ui(x) ∈ H for i = 1, 2 are the spectral values and the associated

spectral vectors of x, defined by

λi(x) = x0 + (−1)i‖xe‖, u(i)x =
1

2

(
e+ (−1)ixe

)
.

Clearly, when xe 6= 0, the spectral factorization of x is unique by definition. In addition,

the SOC function is given by

f
soc

(x) := f(λ1(x))u(1)x + f(λ2(x))u(2)x , ∀x ∈ S.

We will not distinguish this decomposition from the earlier spectral decomposition (1.2)

given in Chapter 1 since they possess the same properties. Analogous to Property 1.4,

there also holds

(λ1(x)− λ1(y))2 + (λ2(x)− λ2(y))2

= 2(‖x‖2 + ‖y‖2 − 2x0y0 − 2‖xe‖‖ye‖)
≤ 2

(
‖x‖2 + ‖y‖2 − 2〈x, y〉

)
= 2‖x− y‖2.

We may verify that the domain S of f
soc

is open in H if and only if J is open in IR. Also,

S is always convex since, for any x = xe + x0e, y = ye + y0e ∈ S and β ∈ [0, 1],

λ1 [βx+ (1− β)y] =
(
βx0 + (1− β)y0

)
− ‖βxe + (1− β)ye‖ ≥ min{λ1(x), λ1(y)},

λ2 [βx+ (1− β)y] =
(
βx0 + (1− β)y0

)
+ ‖βxe + (1− β)ye‖ ≤ max{λ2(x), λ2(y)},

which implies that βx+ (1− β)y ∈ S. Thus, f
soc

(βx+ (1− β)y) is well defined.

Throughout this section, all differentiability means Fréchet differentiability. If F :

H → H is (twice) differentiable at x ∈ H, we denote by F ′(x) (F ′′(x)) the first-order

F-derivative (the second-order F-derivative) of F at x. In addition, we use Cn(J) and

C∞(J) to denote the set of n times and infinite times continuously differentiable real

functions on J , respectively. When f ∈ C1(J), we denote by f [1] the function on J × J
defined by

f [1](λ, µ) :=

{
f(λ)−f(µ)

λ−µ if λ 6= µ,

f ′(λ) if λ = µ,
(2.45)
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and when f ∈ C2(J), denote by f [2] the function on J × J × J defined by

f [2](τ1, τ2, τ3) :=
f [1](τ1, τ2)− f [1](τ1, τ3)

τ2 − τ3
(2.46)

if τ1, τ2, τ3 are distinct, and for other values of τ1, τ2, τ3, f
[2] is defined by continuity; e.g.,

f [2](τ1, τ1, τ3) =
f(τ3)− f(τ1)− f ′(τ1)(τ3 − τ1)

(τ3 − τ1)2
, f [2](τ1, τ1, τ1) =

1

2
f ′′(τ1).

For a linear operator L from H into H, we write L ≥ 0 (respectively, L > 0) to mean

that L is positive semidefinite (respectively, positive definite), i.e., 〈h,Lh〉 ≥ 0 for any

h ∈ H (respectively, 〈h,Lh〉 > 0 for any 0 6= h ∈ H).

Lemma 2.5. Let B := {z ∈ 〈e〉⊥ | ‖z‖ ≤ 1}. Then, for any given u ∈ 〈e〉⊥ with ‖u‖ = 1

and θ, λ ∈ R, the following results hold.

(a) θ + λ〈u, z〉 ≥ 0 for any z ∈ B if and only if θ ≥ |λ|.

(b) θ − ‖λz‖2 ≥ (θ − λ2)〈u, z〉2 for any z ∈ B if and only if θ − λ2 ≥ 0.

Proof. (a) Suppose that θ + λ〈u, z〉 ≥ 0 for any z ∈ B. If λ = 0, then θ ≥ |λ| clearly

holds. If λ 6= 0, take z = −sign(λ)u. Since ‖u‖ = 1, we have z ∈ B, and consequently,

θ + λ〈u, z〉 ≥ 0 reduces to θ − |λ| ≥ 0. Conversely, if θ ≥ |λ|, then using the Cauchy-

Schwartz Inequality yields θ + λ〈u, z〉 ≥ 0 for any z ∈ B.

(b) Suppose that θ−‖λz‖2 ≥ (θ−λ2)〈u, z〉2 for any z ∈ B. Then, we must have θ−λ2 ≥ 0.

If not, for those z ∈ B with ‖z‖ = 1 but 〈u, z〉 6= ‖u‖‖z‖, it holds that

(θ − λ2)〈u, z〉2 > (θ − λ2)‖u‖2‖z‖2 = θ − ‖λz‖2,

which contradicts the given assumption. Conversely, if θ− λ2 ≥ 0, the Cauchy-Schwartz

inequality implies that (θ − λ2)〈u, z〉2 ≤ θ − ‖λz‖2 for any z ∈ B. �

Lemma 2.6. For any given a, b, c ∈ R and x = xe + x0e with xe 6= 0, the inequality

a
[
‖he‖2 − 〈he, xe〉2

]
+ b
[
h0 + 〈xe, he〉

]2
+ c
[
h0 − 〈xe, he〉

]2 ≥ 0 (2.47)

holds for all h = he + h0e ∈ H if and only if a ≥ 0, b ≥ 0 and c ≥ 0.

Proof. Suppose that (2.47) holds for all h = he + h0e ∈ H. By letting he = xe, h0 = 1

and he = −xe, h0 = 1, respectively, we get b ≥ q0 and c ≥ 0 from (2.47). If a ≥ 0 does

not hold, then by taking he =
√

b+c+1
|a|

ze
‖ze‖ with 〈ze, xe〉 = 0 and h0 = 1, (2.47) gives a

contradiction −1 ≥ 0. Conversely, if a ≥ 0, b ≥ 0 and c ≥ 0, then (2.47) clearly holds for

all h ∈ H. �
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Lemma 2.7. Let f ∈C2(J) and ue ∈ 〈e〉⊥ with ‖ue‖ = 1. For any h = he + h0e ∈ H,

define

µ1(h) :=
h0 − 〈ue, he〉√

2
, µ2(h) :=

h0 + 〈ue, he〉√
2

, µ(h) :=
√
‖he‖2 − 〈ue, he〉2.

Then, for any given a, d ∈ IR and λ1, λ2 ∈ J , the following inequality

4f ′′(λ1)f
′′(λ2)µ1(h)2µ2(h)2 + 2(a− d)f ′′(λ2)µ2(h)2µ(h)2

+2 (a+ d) f ′′(λ1)µ1(h)2µ(h)2 +
(
a2 − d2

)
µ(h)4

−2 [(a− d)µ1(h) + (a+ d)µ2(h)]2 µ(h)2 ≥ 0 (2.48)

holds for all h = he + h0e ∈ H if and only if

a2 − d2 ≥ 0, f ′′(λ2)(a− d) ≥ (a+ d)2 and f ′′(λ1)(a+ d) ≥ (a− d)2. (2.49)

Proof. Suppose that (2.48) holds for all h = he + h0e ∈ H. Taking h0 = 0 and he 6= 0

with 〈he, ue〉 = 0, we have µ1(h) = 0, µ2(h) = 0 and µ(h) = ‖he‖ > 0, and then (2.48)

gives a2 − d2 ≥ 0. Taking he 6= 0 such that |〈ue, he〉| < ‖he‖ and h0 = 〈ue, he〉 6= 0, we

have µ1(h) = 0, µ2(h) =
√

2h0 and µ(h) > 0, and then (2.48) reduces to the following

inequality

4
[
(a− d)f ′′(λ2)− (a+ d)2

]
h20 + (a2 − d2)(‖he‖2 − h20) ≥ 0.

This implies that (a−d)f ′′(λ2)− (a+d)2 ≥ 0. If not, by letting h0 be sufficiently close to

‖he‖, the last inequality yields a contradiction. Similarly, taking h with he 6= 0 satisfying

|〈ue, he〉| < ‖he‖ and h0 = −〈ue, he〉, we get f ′′(λ1)(a+ d) ≥ (a− d)2 from (2.48).

Next, suppose that (2.49) holds. Then, the inequalities f ′′(λ2)(a − d) ≥ (a + d)2 and

f ′′(λ1)(a+ d) ≥ (a− d)2 imply that the left-hand side of (2.48) is greater than

4f ′′(λ1)f
′′(λ2)µ1(h)2µ2(h)2 − 4(a2 − d2)µ1(h)µ2(h)µ(h)2 +

(
a2 − d2

)
µ(h)4,

which is obviously nonnegative if µ1(h)µ2(h) ≤ 0. Now assume that µ1(h)µ2(h) > 0. If

a2 − d2 = 0, then the last expression is clearly nonnegative, and if a2 − d2 > 0, then the

last two inequalities in (2.49) imply that f ′′(λ1)f
′′(λ2) ≥ (a2 − d2) > 0, and therefore,

4f ′′(λ1)f
′′(λ2)µ1(h)2µ2(h)2 − 4(a2 − d2)µ1(h)µ2(h)µ(h)2 +

(
a2 − d2

)
µ(h)4

≥ 4(a2 − d2)µ1(h)2µ2(h)2 − 4(a2 − d2)µ1(h)µ2(h)µ(h)2 +
(
a2 − d2

)
µ(h)4

= (a2 − d2)
[
2µ1(h)µ2(h)− µ(h)2

]2 ≥ 0.

Thus, we prove that inequality (2.48) holds. The proof is complete. �

To proceed, we introduce the regularization of a locally integrable real function. Let

ϕ be a real function of class C∞ with the following properties: ϕ ≥ 0, ϕ is even, the
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support supp ϕ = [−1, 1], and
∫
IR
ϕ(t)dt = 1. For each ε > 0, let ϕε(t) = 1

ε
ϕ( t

ε
). Then,

supp ϕε = [−ε, ε] and ϕε has all the properties of ϕ listed above. If f is a locally

integrable real function, we define its regularization of order ε as the function

fε(s) :=

∫
f(s− t)ϕε(t)dt =

∫
f(s− εt)ϕ(t)dt. (2.50)

Note that fε is a C∞ function for each ε > 0, and limε→0 fε(x) = f(x) if f is continuous.

Lemma 2.8. For any given f : J → IR with J open, let f
soc

: S → H be defined by (1.8).

(a) f
soc

is continuous on S if and only if f is continuous on J .

(b) f
soc

is (continuously) differentiable on S if and only if f is (continuously) differen-

tiable on J . Also, when f is differentiable on J , for any x = xe + x0e ∈ S and

v = ve + v0e ∈ H,

(f
soc

)′(x)v =


f ′(x0)v if xe = 0;

(b1(x)− a0(x))〈xe, ve〉xe + c1(x)v0xe
+a0(x)ve + b1(x)v0e+ c1(x)〈xe, ve〉e if xe 6= 0,

(2.51)

where

a0(x) =
f(λ2(x))− f(λ1(x))

λ2(x)− λ1(x)
,

b1(x) =
f ′(λ2(x)) + f ′(λ1(x))

2
,

c1(x) =
f ′(λ2(x))− f ′(λ1(x))

2
.

(c) If f is differentiable on J , then for any given x ∈ S and all v ∈ H,

(f
soc

)′(x)e = (f ′)soc(x) and 〈e, (f soc

)′(x)v〉 = 〈v, (f ′)soc(x)〉 .

(d) If f ′ is nonnegative (respectively, positive) on J , then for each x ∈ S,

(f
soc

)′(x) ≥ 0 (respectively, (f
soc

)′(x) > 0).

Proof. (a) Suppose that f
soc

is continuous. Let Ω be the set composed of those x = te

with t ∈ J . Clearly, Ω ⊆ S, and f
soc

is continuous on Ω. Noting that f
soc

(x) = f(t)e for

any x ∈ Ω, it follows that f is continuous on J . Conversely, if f is continuous on J , then

f
soc

is continuous at any x = xe + x0e ∈ S with xe 6= 0 since λi(x) and ui(x) for i = 1, 2

are continuous at such points. Next, let x = xe + x0e be an arbitrary element from S
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with xe = 0, and we prove that f
soc

is continuous at x. Indeed, for any z = ze + z0e ∈ S
sufficiently close to x, it is not hard to verify that

‖f soc

(z)− f soc

(x)‖ ≤ |f(λ2(z))− f(x0)|
2

+
|f(λ1(z))− f(x0)|

2
+
|f(λ2(z))− f(λ1(z))|

2
.

Since f is continuous on J , and λ1(z), λ2(z)→ x0 as z → x, it follows that

f(λ1(z))→ f(x0) and f(λ2(z))→ f(x0) as z → x.

The last two equations imply that f
soc

is continuous at x.

(b) When f
soc

is (continuously) differentiable, using the similar arguments as in part(a)

can show that f is (continuously) differentiable. Next, assume that f is differentiable.

Fix any x = xe + x0e ∈ S. We first consider the case where xe 6= 0. Since λi(x) for

i = 1, 2 and xe
‖xe‖ are continuously differentiable at such x, it follows that f(λi(x)) and

ui(x) are differentiable and continuously differentiable, respectively, at x. Then, f
soc

is

differentiable at such x by the definition of f
soc

. Also, an elementary computation shows

that

[λi(x)]′v = 〈v, e〉+ (−1)i
〈xe, v − 〈v, e〉e〉

‖xe‖
= v0 + (−1)i

〈xe, ve〉
‖xe‖

, (2.52)(
xe
‖xe‖

)′
v =

v − 〈v, e〉e
‖xe‖

− 〈xe, v − 〈v, e〉e〉xe
‖xe‖3

=
ve
‖xe‖

− 〈xe, ve〉xe
‖xe‖3

(2.53)

for any v = ve + v0e ∈ H, and consequently,

[f (λi(x))]′ v = f ′(λi(x))

[
v0 + (−1)i

〈xe, ve〉
‖xe‖

]
,

[ui(x)]′ v =
1

2
(−1)i

[
ve
‖xe‖

− 〈xe, ve〉xe
‖xe‖3

]
.

Together with the definition of f
soc

, we calculate that (f
soc

)′(x)v is equal to

f ′(λ1(x))

2

[
v0 −

〈xe, ve〉
‖xe‖

](
e− xe
‖xe‖

)
− f(λ1(x))

2

[
ve
‖xe‖

− 〈xe, ve〉xe
‖xe‖3

]
+
f ′(λ2(x))

2

[
v0 +

〈xe, ve〉
‖xe‖

](
e+

xe
‖xe‖

)
+
f(λ2(x))

2

[
ve
‖xe‖

− 〈xe, ve〉xe
‖xe‖3

]
= b1(x)v0e+ c1(x) 〈xe, ve〉 e+ c1(x)v0xe + b1(x)〈xe, ve〉xe

+a0(x)ve − a0(x)〈xe, ve〉xe,

where λ2(x) − λ1(x) = 2‖xe‖ is used for the last equality. Thus, we obtain (2.51) for
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xe 6= 0. We next consider the case where xe = 0. Under this case, for any v = ve+v0e ∈ H,

f
soc

(x+ v)− f soc

(x)

=
f(x0 + v0 − ‖ve‖)

2
(e− ve) +

f(x0 + v0 + ‖ve‖)
2

(e+ ve)− f(x0)e

=
f ′(x0)(v0 − ‖ve‖)

2
e+

f ′(x0)(v0 + ‖ve‖)
2

e

+
f ′(x0)(v0 + ‖ve‖)

2
ve −

f ′(x0)(v0 − ‖ve‖)
2

ve + o(‖v‖)

= f ′(x0)(v0e+ ‖ve‖ve) + o(‖v‖),

where ve = ve
‖ve‖ if ve 6= 0, and otherwise ve is an arbitrary unit vector from 〈e〉⊥. Hence,∥∥f soc

(x+ v)− f soc

(x)− f ′(x0)v
∥∥ = o(‖v‖).

This shows that f
soc

is differentiable at such x with (f
soc

)′(x)v = f ′(x0)v.

Assume that f is continuously differentiable. From (2.51), it is easy to see that (f
soc

)′(x)

is continuous at every x with xe 6= 0. We next argue that (f
soc

)′(x) is continuous at every

x with xe = 0. Fix any x = x0e with x0 ∈ J . For any z = ze + z0e with ze 6= 0, we have

‖(f soc

)′(z)v − (f
soc

)′(x)v‖
≤ |b1(z)− a0(z)|‖ve‖+ |b1(z)− f ′(x0)||v0| (2.54)

+|a0(z)− f ′(x0)|‖ve‖+ |c1(z)|(|v0|+ ‖ve‖).

Since f is continuously differentiable on J and λ2(z) → x0, λ1(z) → x0 as z → x, we

have

a0(z)→ f ′(x0), b1(z)→ f ′(x0) and c1(z)→ 0.

Together with equation (2.54), we obtain that (f
soc

)′(z)→ (f
soc

)′(x) as z → x.

(c) The result is direct by the definition of f
soc

and a simple computation from (2.51).

(d) Suppose that f ′(t) ≥ 0 for all t ∈ J . Fix any x = xe + x0e ∈ S. If xe = 0, the

result is direct. It remains to consider the case xe 6= 0. Since f ′(t) ≥ 0 for all t ∈ J ,

we have b1(x) ≥ 0, b1(x) − c1(x) = f ′(λ1(x)) ≥ 0, b1(x) + c1(x) = f ′(λ2(x)) ≥ 0 and

a0(x) ≥ 0. From part(b) and the definitions of b1(x) and c1(x), it follows that for any

h = he + h0e ∈ H,

〈h, (f soc

)′(x)h〉 = (b1(x)− a0(x))〈xe, he〉2 + 2c1(x)h0〈xe, he〉+ b1(x)h20 + a0(x)‖he‖2

= a0(x)
[
‖he‖2 − 〈xe, he〉2

]
+

1

2
(b1(x)− c1(x)) [h0 − 〈xe, he〉]2

+
1

2
(b1(x) + c1(x)) [h0 + 〈xe, he〉]2 ≥ 0.

This implies that the operator (f
soc

)′(x) is positive semidefinite. Particularly, if f ′(t) > 0

for all t ∈ J , we have that 〈h, (f soc
)′(x)h〉 > 0 for all h 6= 0. The proof is complete. �
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Lemma 2.8(d) shows that the differential operator (f
soc

)′(x) corresponding to a dif-

ferentiable nondecreasing f is positive semidefinite. Therefore, the differential operator

(f
soc

)′(x) associated with a differentiable SOC-monotone function is also positive semidef-

inite.

Proposition 2.19. Assume that f ∈ C1(J) with J being an open interval in IR. Then,

f is SOC-monotone if and only if (f
soc

)′(x)h ∈ K for any x ∈ S and h ∈ K.

Proof. If f is SOC-monotone, then for any x ∈ S, h ∈ K and t > 0, we have

f
soc

(x+ th)− f soc

(x) �Kn 0,

which, by the continuous differentiability of f
soc

and the closedness of K, implies that

(f
soc

)′(x)h �Kn 0.

Conversely, for any x, y ∈ S with x �Kn y, from the given assumption we have that

f
soc

(x)− f soc

(y) =

∫ 1

0

(f
soc

)′(x+ t(x− y))(x− y)dt ∈ K.

This shows that f
soc

(x) �Kn f
soc

(y), i.e., f is SOC-monotone. The proof is complete.

�

Proposition 2.19 shows that the differential operator (f
soc

)′(x) associated with a dif-

ferentiable SOC-monotone function f leaves K invariant. If, in addition, the linear

operator (f
soc

)′(x) is bijective, then (f
soc

)′(x) belongs to the automorphism group of K.

Such linear operators are important to study the structure of the cone K (see [62]).

Proposition 2.20. Assume that f ∈ C1(J) with J being an open interval in IR. If f is

SOC-monotone, then

(a) f
soc

(x) ∈ K for any x ∈ S;

(b) f
soc

is a monotone function, that is, 〈f soc
(x)− f soc

(y), x− y〉 ≥ 0 for any x, y ∈ S.

Proof. Part(a) is direct by using Proposition 2.19 with h = e and Lemma 2.8(c). By

part(a), f ′(τ) ≥ 0 for all τ ∈ J . Together with Lemma 2.8(d), (f
soc

)′(x) ≥ 0 for any

x ∈ S. Applying the integral mean-value theorem, it then follows that

〈f soc

(x)− f soc

(y), x− y〉 =

∫ 1

0

〈x− y, (f soc

)′(y + t(x− y))(x− y)〉dt ≥ 0.

This proves the desired result of part (b). The proof is complete. �

Note that the converse of Proposition 2.20(a) is not correct. For example, for the

function f(t) = −t−2 (t > 0), it is clear that f
soc

(x) ∈ K for any x ∈ intK, but it

is not SOC-monotone by Example 2.13(b). The following proposition provides another

sufficient and necessary characterization for differentiable SOC-monotone functions.
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Proposition 2.21. Let f ∈ C1(J) with J being an open interval in IR. Then, f is

SOC-monotone if and only if[
f [1](τ1, τ1) f [1](τ1, τ2)

f [1](τ2, τ1) f [1](τ2, τ2)

]
=

[
f ′(τ1)

f(τ2)−f(τ1)
τ2−τ1

f(τ1)−f(τ2)
τ1−τ2 f ′(τ2)

]
� O, ∀τ1, τ2 ∈ J. (2.55)

Proof. The equality is direct by the definition of f [1] given as in (2.45). It remains

to prove that f is SOC-monotone if and only if the inequality in (2.55) holds for any

τ1, τ2 ∈ J . Assume that f is SOC-monotone. By Proposition 2.19, (f
soc

)′(x)h ∈ K for

any x ∈ S and h ∈ K. Fix any x = xe + x0e ∈ S. It suffices to consider the case where

xe 6= 0. Since (f
soc

)′(x)h ∈ K for any h ∈ K, we particularly have (f
soc

)′(x)(z + e) ∈ K
for any z ∈ B, where B is the set defined in Lemma 2.5. From Lemma 2.8(b), it follows

that

(f
soc

)′(x)(z + e) = [(b1(x)− a0(x)) 〈xe, z〉+ c1(x)]xe + a0(x)z + [b1(x) + c1(x)〈xe, z〉] e.

This means that (f
soc

)′(x)(z + e) ∈ K for any z ∈ B if and only if

b1(x) + c1(x)〈xe, z〉 ≥ 0, (2.56)

[b1(x) + c1(x)〈xe, z〉]2 ≥
∥∥[ (b1(x)− a0(x)) 〈xe, z〉+ c1(x)

]
xe + a0(x)z

∥∥2 . (2.57)

By Lemma 2.5(a), we know that (2.56) holds for any z ∈ B if and only if b1(x) ≥ |c1(x)|.
Since by a simple computation the inequality in (2.57) can be simplified as

b1(x)2 − c1(x)2 − a0(x)2 ‖z‖2 ≥
[
b1(x)2 − c1(x)2 − a0(x)2

]
〈z, xe〉2 ,

applying Lemma 2.5(b) yields that (2.57) holds for any z ∈ B if and only if

b1(x)2 − c1(x)2 − a0(x)2 ≥ 0.

This shows that (f
soc

)′(x)(z + e) ∈ K for any z ∈ B if and only if

b1(x) ≥ |c1(x)| and b1(x)2 − c1(x)2 − a0(x)2 ≥ 0. (2.58)

The first condition in (2.58) is equivalent to b1(x) ≥ 0, b1(x) − c1(x) ≥ 0 and b1(x) +

c1(x) ≥ 0, which, by the expressions of b1(x) and c1(x) and the arbitrariness of x, is

equivalent to f ′(τ) ≥ 0 for all τ ∈ J ; whereas the second condition in (2.58) is equivalent

to

f ′(τ1)f
′(τ2)−

[
f(τ2)− f(τ1)

τ2 − τ1

]2
≥ 0, ∀τ1, τ2 ∈ J.

The two sides show that the inequality in (2.55) holds for all τ1, τ2 ∈ J .

Conversely, if the inequality in (2.55) holds for all τ1, τ2 ∈ J , then from the arguments

above we have (f
soc

)′(x)(z + e) ∈ K for any x = xe + x0e ∈ S and z ∈ B. This implies
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that (f
soc

)′(x)h ∈ K for any x ∈ S and h ∈ K. By Proposition 2.19, f is SOC-monotone.

�

Propositions 2.19 and 2.21 provide the characterizations for continuously differentiable

SOC-monotone functions. When f does not belong to C1(J), one may check the SOC-

monotonicity of f by combining the following proposition with Propositions 2.19 and

2.21.

Proposition 2.22. Let f : J → IR be a continuous function on the open interval J , and

fε be its regularization defined by (2.50). Then, f is SOC-monotone if and only if fε is

SOC-monotone on Jε for every sufficiently small ε > 0, where Jε := (a + ε, b − ε) for

J = (a, b).

Proof. Throughout the proof, for every sufficiently small ε > 0, we let Sε be the set of all

x ∈ H whose spectral values λ1(x), λ2(x) belong to Jε. Assume that fε is SOC-monotone

on Jε for every sufficiently small ε > 0. Let x, y be arbitrary vectors from S with x �Kn y.

Then, for any sufficiently small ε > 0, we have x+ εe, y+ εe ∈ Sε and x+ εe �Kn y+ εe.

Using the SOC-monotonicity of fε on Jε yields that f soc
ε (x + εe) �Kn f soc

ε (y + εe).

Taking the limit ε→ 0 and using the convergence of f soc
ε (x)→ f

soc
(x) and the continuity

of f
soc

on S implied by Lemma 2.8(a), we readily obtain that f
soc

(x) �Kn f
soc

(y). This

shows that f is SOC-monotone.

Now assume that f is SOC-monotone. Let ε > 0 be an arbitrary sufficiently small

real number. Fix any x, y ∈ Sε with x �Kn y. Then, for all t ∈ [−1, 1], we have

x− tεe, y − tεe ∈ S and x− tεe �Kn y − tεe. Therefore, f
soc

(x− tεe) �Kn f
soc

(y − tεe),
which is equivalent to

f(λ1 − tε) + f(λ2 − tε)
2

− f(µ1 − tε) + f(µ2 − tε)
2

≥
∥∥∥∥f(λ1 − tε)− f(λ2 − tε)

2
xe −

f(µ1 − tε)− f(µ2 − tε)
2

ye

∥∥∥∥ .
Together with the definition of fε, it then follows that

fε(λ1) + fε(λ2)

2
− fε(µ1) + fε(µ2)

2

=

∫ [
f(λ1 − tε) + f(λ2 − tε)

2
− f(µ1 − tε) + f(µ2 − tε)

2

]
ϕ(t)dt

≥
∫ ∥∥∥∥f(λ1 − ε)− f(λ2 − ε)

2
xe −

f(µ1 − ε)− f(µ2 − ε)
2

ye

∥∥∥∥ϕ(t)dt

≥
∥∥∥∥∫ [f(λ1 − ε)− f(λ2 − ε)

2
xe −

f(µ1 − ε)− f(µ2 − ε)
2

ye

]
ϕ(t)dt

∥∥∥∥
=

∥∥∥∥fε(λ1)− fε(λ2)2
xe −

fε(µ1)− fε(µ2)

2
ye

∥∥∥∥ .
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By the definition of f soc
ε , this shows that f soc

ε (x) �Kn f soc
ε (y), i.e., fε is SOC-monotone.

�

From Proposition 2.21 and [22, Theorem V. 3.4], f ∈ C1(J) is SOC-monotone if and

only if it is matrix monotone of order 2. When the continuous f is not in the class C1(J),

the result also holds due to Proposition 2.22 and the fact that f is matrix monotone of

order n if and only if fε is matrix monotone of order n. Thus, we have the following main

result.

Proposition 2.23. The set of continuous SOC-monotone functions on the open interval

J coincides with that of continuous matrix monotone functions of order 2 on J .

Remark 2.2. Combining Proposition 2.23 with Löwner’s Theorem [104] shows that if

f : J → IR is a continuous SOC-monotone function on the open interval J , then f ∈
C1(J).

We now move to the characterizations of SOC-convex functions, and shows that the

continuous f is SOC-convex if and only if it is matrix convex of order 2. First, for the

first-order differentiable SOC-convex functions, we have the following characterizations.

Proposition 2.24. Assume that f ∈ C1(J) with J being an open interval in IR. Then,

the following hold.

(a) f is SOC-convex if and only if for any x, y ∈ S,

f
soc

(y)− f soc

(x)− (f
soc

)′(x)(y − x) �Kn 0.

(b) If f is SOC-convex, then (f ′)soc is a monotone function on S.

Proof. (a) By following the arguments as in [21, Proposition B.3(a)], the proof can be

done easily. We omit the details.

(b) From part(a), it follows that for any x, y ∈ S,

f
soc

(x)− f soc

(y)− (f
soc

)′(y)(x− y) �Kn 0,

f
soc

(y)− f soc

(x)− (f
soc

)′(x)(y − x) �Kn 0.

Adding the last two inequalities, we immediately obtain that[
(f

soc

)′(y)− (f
soc

)′(x)
]

(y − x) �Kn 0.

Using the self-duality of K and Lemma 2.8(c) then yields

0 ≤
〈
e,
[
(f

soc

)′(y)− (f
soc

)′(x)
]

(y − x)
〉

= 〈y − x, (f ′)soc(y)− (f ′)soc(x)〉 .

This shows that (f ′)soc is monotone. The proof is complete. �

To provide sufficient and necessary characterizations for twice differentiable SOC-

convex functions, we need the following lemma that offers the second-order differential

of f
soc

.



2.3. FURTHER CHARACTERIZATIONS IN HILBERT SPACE 87

Lemma 2.9. For any given f : J → IR with J open, let f
soc

: S → H be defined by (1.8).

(a) f
soc

is twice (continuously) differentiable on S if and only if f is twice (continuously)

differentiable on J . Furthermore, when f is twice differentiable on J , for any given

x = xe + x0e ∈ S and u = ue + u0e, v = ve + v0e ∈ H, we have that

(f
soc

)′′(x)(u, v) = f ′′(x0)u0v0e+ f ′′(x0)(u0ve + v0ue) + f ′′(x0)〈ue, ve〉e

if xe = 0; and otherwise

(f
soc

)′′(x)(u, v) = (b2(x)− a1(x))u0〈xe, ve〉xe + (c2(x)− 3d(x))〈xe, ue〉〈xe, ve〉xe
+d(x)

[
〈ue, ve〉xe + 〈xe, ve〉ue + 〈xe, ue〉ve

]
+ c2(x)u0v0xe

+
(
b2(x)− a1(x)

)
〈xe, ue〉v0xe + a1(x)

(
v0ue + u0ve

)
+b2(x)u0v0e+ c2(x)

[
v0〈xe, ue〉+ u0〈xe, ve〉

]
e

+a1(x)〈ue, ve〉e+ (b2(x)− a1(x))〈xe, ue〉〈xe, ve〉e, (2.59)

where

c2(x) =
f ′′(λ2(x))− f ′′(λ1(x))

2
, b2(x) =

f ′′(λ2(x)) + f ′′(λ1(x))

2
,

a1(x) =
f ′(λ2(x))− f ′(λ1(x))

λ2(x)− λ1(x)
, d(x) =

b1(x)− a0(x)

‖xe‖
.

(b) If f is twice differentiable on J , then for any given x ∈ S and u, v ∈ H,

(f
soc

)′′(x)(u, v) = (f
soc

)′′(x)(v, u),

〈u, (f soc

)′′(x)(u, v)〉 = 〈v, (f soc

)′′(x)(u, u)〉.

Proof. (a) The first part is direct by the given conditions and Lemma 2.8(b), and we

only need to derive the differential formula. Fix any u = ue + u0e, v = ve + v0e ∈ H. We

first consider the case where xe = 0. Without loss of generality, assume that ue 6= 0. For

any sufficiently small t > 0, using Lemma 2.8(b) and x+ tu = (x0 + tu0) + tue, we have

that

(f
soc

)′(x+ tu)v = [b1(x+ tu)− a0(x+ tu)] 〈ue, ve〉ue + c1(x+ tu)v0ue

+a0(x+ tu)ve + b1(x+ tu)v0e+ c1(x+ tu)〈ue, ve〉e.

In addition, from Lemma 2.8(b), we also have that (f
soc

)′(x)v = f ′(x0)v0e + f ′(x0)ve.

Using the definition of b1(x) and a0(x), and the differentiability of f ′ on J , it follows that

lim
t→0

b1(x+ tu)v0e− f ′(x0)v0e
t

= f ′′(x0)u0v0e,

lim
t→0

a0(x+ tu)ve − f ′(x0)ve
t

= f ′′(x0)u0ve,

lim
t→0

b1(x+ tu)− a0(x+ tu)

t
= 0,

lim
t→0

c1(x+ tu)

t
= f ′′(x0)‖ue‖.
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Using the above four limits, it is not hard to obtain that

(f
soc

)′′(x)(u, v) = lim
t→0

(f
soc

)′(x+ tu)v − (f
soc

)′(x)v

t
= f ′′(x0)u0v0e+ f ′′(x0)(u0ve + v0ue) + f ′′(x0)〈ue, ve〉e.

We next consider the case where xe 6= 0. From Lemma 2.8(b), it follows that

(f
soc

)′(x)v = (b1(x)− a0(x)) 〈xe, ve〉xe + c1(x)v0xe

+a0(x)ve + b1(x)v0e+ c1(x) 〈xe, ve〉 e,

which in turn implies that

(f
soc

)′′(x)(u, v) = [(b1(x)− a0(x)) 〈xe, ve〉xe]′ u+ [c1(x)v0xe]
′ u

+ [a0(x)ve + b1(x)v0e]
′ u+ [c1(x) 〈xe, ve〉 e]′ u. (2.60)

By the expressions of a0(x), b1(x) and c1(x) and equations (2.52)-(2.53), we calculate that

(b1(x))′u =
f ′′(λ2(x)) [u0 + 〈xe, ue〉]

2
+
f ′′(λ1(x)) [u0 − 〈xe, ue〉]

2
= b2(x)u0 + c2(x)〈xe, ue〉,

(c1(x))′u = c2(x)u0 + b2(x)〈xe, ue〉,

(a0(x))′u =
f ′(λ2(x))− f ′(λ1(x))

λ2(x)− λ1(x)
u0 +

b1(x)− a0(x)

‖xe‖
〈xe, ue〉

= a1(x)u0 + d(x)〈xe, ue〉,

(〈xe, ve〉)′u =

〈
1

‖xe‖
ue −

〈xe, ue〉
‖xe‖

xe, ve

〉
.

Using these equalities and noting that a1(x) = c1(x)/‖xe‖, we obtain that[(
b1(x)− a0(x)

)
〈xe, ve〉xe

]′
u =

[(
b2(x)− a1(x)

)
u0 + (c2(x)− d(x))〈xe, ue〉

]
〈xe, ve〉xe

+(b1(x)− a0(x))

〈
1

‖xe‖
ue −

〈xe, ue〉
‖xe‖

xe, ve

〉
xe

+ (b1(x)− a0(x)) 〈xe, ve〉
[

1

‖xe‖
ue −

〈xe, ue〉
‖xe‖

xe

]
=
[
(b2(x)− a1(x))u0 + (c2(x)− d(x))〈xe, ue〉

]
〈xe, ve〉xe

+d(x)〈ue, ve〉xe − 2d(x)〈xe, ve〉〈xe, ue〉xe + d(x)〈xe, ve〉ue;[
a0(x)ve + b1(x)v0e

]′
u =

[
a1(x)u0 + d(x)〈xe, ue〉

]
ve +

[
b2(x)u0 + c2(x)〈xe, ue〉

]
v0e;[

c1(x)v0xe

]′
u =

[
c2(x)u0 + b2(x)〈xe, ue〉

]
v0xe + c1(x)v0

ue − 〈xe, ue〉xe
‖xe‖

=
[
c2(x)u0 + b2(x)〈xe, ue〉

]
v0xe + a1(x)v0

[
ue − 〈xe, ue〉xe

]
;
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and[
c1(x)〈xe, ve〉e

]′
u =

[
c2(x)u0 + b2(x)〈xe, ue〉

]
〈xe, ve〉e+ c1(x)

〈
ue − 〈xe, ue〉xe

‖xe‖
, ve

〉
e

= c2(x)u0〈xe, ve〉e+
(
b2(x)− a1(x)

)
〈xe, ue〉 〈xe, ve〉 e+ a1(x)〈ue, ve〉e.

Adding the equalities above and using equation (2.60) yields the formula in (2.59).

(b) By the formula in part (a), a simple computation yields the desired result. �

Proposition 2.25. Assume that f ∈ C2(J) with J being an open interval in IR. Then,

the following hold.

(a) f is SOC-convex if and only if for any x ∈ S and h ∈ H, (f
soc

)′′(x)(h, h) ∈ K.

(b) f is SOC-convex if and only if f is convex and for any τ1, τ2 ∈ J ,(
f ′′(τ2)

2

)(
f(τ2)− f(τ1)− f ′(τ1)(τ2 − τ1)

(τ2 − τ1)2

)
≥

[
f(τ1)− f(τ2)− f ′(τ2)(τ1 − τ2)

(τ2 − τ1)2

]2
. (2.61)

(c) f is SOC-convex if and only if f is convex and for any τ1, τ2 ∈ J ,

1

4
f ′′(τ1)f

′′(τ2) (2.62)

≥
(
f(τ2)− f(τ1)− f ′(τ1)(τ2 − τ1)

(τ2 − τ1)2

)(
f(τ1)− f(τ2)− f ′(τ2)(τ1 − τ2)

(τ2 − τ1)2

)
.

(d) f is SOC-convex if and only if for any τ1, τ2 ∈ J and s = τ1, τ2,[
f [2](τ2, s, τ2) f [2](τ2, s, τ1)

f [2](τ1, s, τ2) f [2](τ1, s, τ1)

]
� O.

Proof. (a) Suppose that f is SOC-convex. Since f
soc

is twice continuously differentiable

by Lemma 2.9(a), we have for any given x ∈ S, h ∈ H and sufficiently small t > 0,

f
soc

(x+ th) = f
soc

(x) + t(f
soc

)′(x)h+
1

2
t2(f

soc

)′′(x)(h, h) + o(t2).

Applying Proposition 2.24(a) yields that 1
2
(f

soc
)′′(x)(h, h) + o(t2)/t2 �Kn 0. Taking the

limit t ↓ 0, we obtain (f
soc

)′′(x)(h, h) ∈ K. Conversely, fix any z ∈ K and x, y ∈ S.

Applying the mean-value theorem for the twice continuously differentiable 〈f soc
(·), z〉 at

x, we have

〈f soc

(y), z〉 = 〈f soc

(x), z〉+ 〈(f soc

)′(x)(y − x), z〉

+
1

2
〈(f soc

)′′(x+ t1(y − x))(y − x, y − x), z〉
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for some t1 ∈ (0, 1). Since x+ t1(y − x) ∈ S, the given assumption implies that

〈f soc

(y)− f soc

(x)− (f
soc

)′(x)(y − x), z〉 ≥ 0.

This, by the arbitrariness of z in K, implies that f
soc

(y)−f soc
(x)−(f

soc
)′(x)(y−x) �Kn 0.

From Proposition 2.24(a), it then follows that f is SOC-convex.

(b) By part (a), it suffices to prove that (f
soc

)′′(x)(h, h) ∈ K for any x ∈ S and h ∈ H if

and only if f is convex and (2.61) holds. Fix any x = xe + x0e ∈ S. By the continuity of

(f
soc

)′′(x), we may assume that xe 6= 0. From Lemma 2.9(a), for any h = he + h0e ∈ H,

(f
soc

)′′(x)(h, h) =
[(
c2(x)− 3d(x)

)
〈xe, he〉2 + 2

(
b2(x)− a1(x)

)
h0〈xe, he〉

]
xe

+
[
c2(x)h20 + d(x)‖he‖2

]
xe +

[
2a1(x)h0 + 2d(x)〈xe, he〉

]
he

+
[
2c2(x)h0 〈xe, he〉+ b2(x)h20 + a1(x)‖he‖2

]
e

+(b2(x)− a1(x))〈xe, he〉2e.

Therefore, (f
soc

)′′(x)(h, h) ∈ K if and only if the following two inequalities hold:

b2(x)
(
h20 + 〈xe, he〉2

)
+ 2c2(x)h0〈xe, he〉+ a1(x)

(
‖he‖2 − 〈xe, he〉2

)
≥ 0 (2.63)

and [
b2(x)

(
h20 + 〈xe, he〉2

)
+ 2c2(x)h0〈xe, he〉+ a1(x)

(
‖he‖2 − 〈xe, he〉2

) ]2
≥
∥∥(c2(x)h20 + d(x)‖he‖2

)
xe + 2 (b2(x)− a1(x))h0〈xe, he〉xe

+ (c2(x)− 3d(x)) 〈xe, he〉2xe + 2 (a1(x)h0 + d(x)〈xe, he〉)he
∥∥2 . (2.64)

Observe that the left-hand side of (2.63) can be rewritten as

f ′′(λ2(x))(h0 + 〈xe, he〉)2

2
+
f ′′(λ1(x))(h0 − 〈xe, he〉)2

2
+ a1(x)(‖he‖2 − 〈xe, he〉2).

From Lemma 2.6, it then follows that (2.63) holds for all h = he + h0e ∈ H if and only if

f ′′(λ1(x)) ≥ 0, f ′′(λ2(x)) ≥ 0 and a1(x) ≥ 0. (2.65)

In addition, by the definition of b2(x), c2(x) and a1(x), the left-hand side of (2.64) equals[
f ′′(λ2(x))µ2(h)2 + f ′′(λ1(x))µ1(h)2 + a1(x)µ(h)2

]2
, (2.66)

where µ1(h), µ2(h) and µ(h) are defined as in Lemma 2.7 with ue replaced by xe. In the

following, we use µ1, µ2 and µ to represent µ1(h), µ2(h) and µ(h) respectively. Note that
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the sum of the first three terms in ‖ · ‖2 on the right-hand side of (2.64) equals

1

2
(c2(x) + b2(x)− a1(x)) (h0 + 〈xe, he〉)2 xe

+
1

2
(c2(x)− b2(x) + a1(x)) (h0 − 〈xe, he〉)2 xe

+d(x)
(
‖he‖2 − 〈xe, he〉2

)
xe − 2d(x)〈xe, he〉2xe

= f ′′(λ2(x))µ2
2xe − f ′′(λ1(x))µ2

1xe −
(
a1(x) + d(x)

)
µ2
2xe

+
(
a1(x)− d(x)

)
µ2
1xe + 2d(x)µ2µ1xe + d(x)µ2xe

=: E(x, h)xe,

where (µ2 − µ1)
2 = 2〈xe, he〉2 is used for the equality, while the last term is

(a1(x)− d(x)) (h0 − 〈xe, he〉)he + (a1(x) + d(x)) (h0 + 〈xe, he〉)he
=
√

2 (a1(x)− d(x))µ1he +
√

2 (a1(x) + d(x))µ2he.

Thus, we calculate that the right-hand side of (2.64) equals

E(x, h)2 + 2
[(
a1(x)− d(x)

)
µ1 +

(
a1(x) + d(x)

)
µ2

]2
‖he‖2

+2
√

2E(x, h)
[
a1(x)− d(x)

]
µ1〈xe, he〉+ 2

√
2E(x, h)

[
a1(x) + d(x)

]
µ2〈xe, he〉

= E(x, h)2 + 2
[(
a1(x)− d(x)

)
µ1 +

(
a1(x) + d(x)

)
µ2

]2 [
µ2 +

(µ2 − µ1)
2

2

]
+2E(x, h)(µ2 − µ1)

[
(a1(x)− d(x))µ1 + (a1(x) + d(x))µ2

]
=

[
E(x, h) + (µ2 − µ1) [(a1(x)− d(x))µ1 + (a1(x) + d(x))µ2]

]2
+2
[

(a1(x)− d(x))µ1 + (a1(x) + d(x))µ2

]2
µ2, (2.67)

where the expressions of µ1, µ2 and µ are used for the first equality. Now substituting

the expression of E(x, h) into (2.67) yields that the right-hand side of (2.67) equals[
f ′′(λ2(x))µ2

2 − f ′′(λ1(x))µ2
1 + d(x)µ2

]2
+ 2
[

(a1(x)− d(x))µ1 + (a1(x) + d(x))µ2

]2
µ2.

Together with equation (2.66), it follows that (2.64) is equivalent to

4f ′′(λ1(x))f ′′(λ2(x))µ2
1µ

2
2 + 2 (a1(x)− d(x)) f ′′(λ2(x))µ2

2µ
2

+2 (a1(x) + d(x)) f ′′(λ1(x))µ2
1µ

2 +
(
a1(x)2 − d(x)2

)
µ4

−2 [(a1(x)− d(x))µ1 + (a1(x) + d(x))µ2]
2 µ2 ≥ 0.

By Lemma 2.7, this inequality holds for any h = he + h0e ∈ H if and only if

a1(x)2 − d(x)2 ≥ 0, f ′′(λ2(x))
(
a1(x)− d(x)

)
≥
(
a1(x) + d(x)

)2
,

f ′′(λ1(x))
(
a1(x) + d(x)

)
≥
(
a1(x)− d(x)

)2
,
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which, by the expression of a1(x) and d(x), are respectively equivalent to

f(λ2)− f(λ1)− f ′(λ1)(λ2 − λ1)
(λ2 − λ1)2

· f(λ1)− f(λ2)− f ′(λ2)(λ1 − λ2)
(λ2 − λ1)2

≥ 0,

f ′′(λ2)

2

f(λ2)− f(λ1)− f ′(λ1)(λ2 − λ1)
(λ2 − λ1)2

≥
[
f(λ1)− f(λ2)− f ′(λ2)(λ1 − λ2)

(λ2 − λ1)2

]2
, (2.68)

f ′′(λ1)

2

f(λ1)− f(λ2)− f ′(λ2)(λ1 − λ2)
(λ2 − λ1)2

≥
[
f(λ2)− f(λ1)− f ′(λ1)(λ2 − λ1)

(λ2 − λ1)2

]2
,

where λ1 = λ1(x) and λ2 = λ2(x). Summing up the discussions above, f is SOC-convex

if and only if (2.65) and (2.68) hold. In view of the arbitrariness of x, we have that f is

SOC-convex if and only if f is convex and (2.61) holds.

(c) It suffices to prove that (2.61) is equivalent to (2.62). Clearly, (2.61) implies (2.62).

We next prove that (2.62) implies (2.61). Fixing any τ2 ∈ J , we consider g(t) : J → IR

defined by

g(t) =
f ′′(τ2)

2
[f(τ2)− f(t)− f ′(t)(τ2 − t)]−

[f(t)− f(τ2)− f ′(τ2)(t− τ2)]2

(t− τ2)2

if t 6= τ2, and otherwise g(τ2) = 0. From the proof of [69, Theorem 2.3], we know

that (2.61) implies that g(t) attains its global minimum at t = τ2. Consequently, (2.61)

follows.

(d) The result is immediate by part(b) and the definition of f [2] given as in (2.46). �

Propositions 2.24 and 2.25 provide the characterizations for continuously differentiable

SOC-convex functions, which extend the corresponding results of [45, Section 4]. When

f is not continuously differentiable, the following proposition shows that one may check

the SOC-convexity of f by checking that of its regularization fε. Since the proof can be

done easily by following that of Proposition 2.22, we omit the details.

Proposition 2.26. Let f : J → IR be a continuous function on the open interval J ,

and fε be its regularization defined by (2.50). Then, f is SOC-convex if and only if fε
is SOC-convex on Jε for every sufficiently small ε > 0, where Jε := (a + ε, b − ε) for

J = (a, b).

By [69, Theorem 2.3] and Proposition 2.26, we can obtain the below consequence

immediately.

Proposition 2.27. The set of continuous SOC-convex functions on the open interval J

coincides with that of continuous matrix convex functions of order 2 on J .
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Remark 2.3. Combining Proposition 2.27 with Kraus’ theorem [93] shows that if f :

J → IR is a continuous SOC-convex function, then f ∈ C2(J).

We establish another sufficient and necessary characterization for twice continuously

differentiable SOC-convex functions f by the differential operator (f
soc

)′.

Proposition 2.28. Let f ∈ C2(J) with J being an open interval in IR. Then, f is

SOC-convex if and only if

x �Kn y =⇒ (f
soc

)′(x)− (f
soc

)′(y) ≥ 0, ∀x, y ∈ S. (2.69)

Proof. Suppose that f is SOC-convex. Fix any x, y ∈ S with x �Kn y, and h ∈ H.

Since f
soc

is twice continuously differentiable by Lemma 2.9(a), applying the mean-value

theorem for the twice continuously differentiable 〈h, (f soc
)′(·)h〉 at y, we have〈

h,
[
(f

soc

)′(x)− (f
soc

)′(y)
]
h
〉

=
〈
h, (f

soc

)′′(y + t1(x− y))(x− y, h)
〉

=
〈
x− y, (f soc

)′′(y + t1(x− y))(h, h)
〉

(2.70)

for some t1 ∈ (0, 1), where Lemma 2.9(b) is used for the second equality. Noting that

y + t1(x− y) ∈ S and f is SOC-convex, from Proposition 2.25(a) we have

(f
soc

)′′(y + t1(x− y))(h, h) ∈ K.

This, together with x−y ∈ K, yields that
〈
x− y, (f soc

)′′(x+ t1(x− y))(h, h)
〉
≥ 0. Then,

from (2.70) and the arbitrariness of h, we have (f
soc

)′(x)− (f
soc

)′(y) ≥ 0.

Conversely, assume that the implication in (2.69) holds for any x, y ∈ S. For any fixed

u ∈ K, clearly, x+ tu �Kn x for all t > 0. Consequently, for any h ∈ H, we have〈
h,
[
(f

soc

)′(x+ tu)− (f
soc

)′(x)
]
h
〉
≥ 0.

Note that (f
soc

)′(x) is continuously differentiable. The last inequality implies that

0 ≤
〈
h, (f

soc

)′′(x)(u, h)
〉

= 〈u, (f soc

)′′(x)(h, h)〉.

By the self-duality of K and the arbitrariness of u in K, this means that (f
soc

)′′(x)(h, h) ∈
K. Together with Proposition 2.25(a), it follows that f is SOC-convex. �

Example 2.13. The following functions are SOC-monotone.

(a) The function f(t) = tr is SOC-monotone on [0,∞) if and only if 0 ≤ r ≤ 1.

(b) The function f(t) = −t−r is SOC-monotone on (0,∞) if and only if 0 ≤ r ≤ 1.

(c) The function f(t) = ln(t) is SOC-monotone on (0,∞).
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(d) The function f(t) = − cot(t) is SOC-monotone on (0, π).

(e) The function f(t) = t
c+t

with c ≥ 0 is SOC-monotone on (−∞, c) and (c,∞).

(f) The function f(t) = t
c−t with c ≥ 0 is SOC-monotone on (−∞, c) and (c,∞).

Example 2.14. The following functions are SOC-convex.

(a) The function f(t) = tr with r ≥ 0 is SOC-convex on [0,∞) if and only if r ∈ [1, 2].

Particularly, f(t) = t2 is SOC-convex on IR.

(b) The function f(t) = t−r with r > 0 is SOC-convex on (0,∞) if and only if r ∈ [0, 1].

(c) The function f(t) = tr with r ≥ 0 is SOC-concave if and only if r ∈ [0, 1].

(d) The entropy function f(t) = t ln t is SOC-convex on [0,∞).

(e) The logarithmic function f(t) = − ln t is SOC-convex on (0,∞).

(f) The function f(t) = t
t−σ with σ ≥ 0 is SOC-convex on (σ,∞).

(g) The function f(t) = − t
t+σ

with σ ≥ 0 is SOC-convex on (−σ,∞).

(h) The function f(t) = t2

1−t is SOC-convex on (−1, 1).

Next we illustrate the applications of the SOC-monotonicity and SOC-convexity of

certain functions in establishing some important inequalities. For example, by the SOC-

monotonicity of −t−r and tr with r ∈ [0, 1], one can get the order-reversing inequality

and the Löwner-Heinz inequality, and by the SOC-monotonicity and SOC-concavity of

−t−1, one may obtain the general harmonic-arithmetic mean inequality.

Proposition 2.29. For any x, y ∈ H and 0 ≤ r ≤ 1, the following inequalities hold:

(a) y−r �Kn x−r if x �Kn y �Kn 0;

(b) xr �Kn yr if x �Kn y �Kn 0;

(c) [βx−1 + (1− β)y−1]
−1 �K βx+ (1− β)y for any x, y �Kn 0 and β ∈ (0, 1).

From the second inequality of Proposition 2.29, we particularly have the following

result which generalizes [64, Eq.(3.9)], and is often used when analyzing the properties

of the generalized Fischer-Burmeister (FB) SOC complementarity function φp(x, y) :=

(|x|p + |y|p)1/p − (x+ y). To know more about this function φp, please refer to [122].
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Proposition 2.30. For any x, y ∈ H, let z(x, y) := (|x|p + |y|p)1/p for any p > 1. Then,

z(x, y) �Kn |x| �Kn x and z(x, y) �Kn |y| �Kn y.

The SOC-convexity can also be used to establish some matrix inequalities. From

(2.51) we see that, when H reduces to the n-dimensional Euclidean space Rn, the differ-

ential operator (f
soc

)′(x) becomes the following n× n symmetric matrix:[
b1(x) c1(x)xTe
c1(x)xe a0(x)I + (b1(x)− a0(x))xex

T
e

]
where a0(x), b1(x) and c1(x) are same as before, and I is an identity matrix. Thus, from

Proposition 2.28, we have the following result which is hard to get by direct calculation.

Proposition 2.31. If f ∈ C2(J) is SOC-convex on the open interval J , then for any

x, y ∈ S with x �Kn y,[
b1(x) c1(x)xTe
c1(x)xe a0(x)I + (b1(x)− a0(x))xex

T
e

]
�
[

b1(y) c1(y)xTe
c1(y)xe a0(y)I + (b1(y)− a0(y))xex

T
e

]
.

Particularly, when f(t) = t2 (t ∈ R), this conclusion reduces to the following implication

x �Kn y =⇒
[
x0 xTe
xe x0I

]
�
[
y0 yTe
ye y0I

]
.

As mentioned earlier, with certain SOC-monotone and SOC-convex functions, one can

easily establish some determinant inequalities. Below is a stronger version of Proposition

1.8(b).

Proposition 2.32. For any x, y ∈ K and any real number p ≥ 1, it holds that

p
√

det(x+ y) ≥ 2
2
p
−2
(

p
√

det(x) + p
√

det(y)
)
.

Proof. In light of Example 2.12(b), we see that f(t) = t1/p is SOC-concave on [0,∞),

which says (
x+ y

2

)1/p

�Kn
x1/p + y1/p

2
.

This together with the fact that det(x) ≥ det(y) whenever x �Kn y �Kn 0 implies

2−
2
p det

(
p
√
x+ y

)
= det

(
p

√
x+ y

2

)
≥ det

(
p
√
x+ p
√
y

2

)
≥

det( p
√
x) + det( p

√
y)

4
,

where det(x + y) ≥ det(x) + det(y) for x, y ∈ K is used for the last inequality. In

addition, by the definition of det(x), it is clear that det ( p
√
x) = p

√
det(x). Thus, from the

last equation, we obtain the desired inequality. The proof is complete. �
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Comparing Example 2.13 with Example 2.14, we observe that there are some rela-

tions between SOC-monotone and SOC-convex functions. For example, f(t) = t ln t and

f(t) = − ln t are SOC-convex on (0,∞), and its derivative functions are SOC-monotone

on (0,∞). This is similar to the case for matrix-convex and matrix-monotone func-

tions. However, it is worthwhile to point out that they can not inherit all relations

between matrix-convex and matrix-monotone functions, since the class of continuous

SOC-monotone (SOC-convex) functions coincides with the class of continuous matrix-

monotone (matrix-convex) functions of order 2 only, and there exist gaps between matrix-

monotone (matrix-convex) functions of different orders (see [70, 114]). Then, a question

occurs to us: which relations for matrix-convex and matrix-monotone functions still hold

for SOC-convex and SOC-monotone functions.

Lemma 2.10. Assume that f : J → IR is three times differentiable on the open interval

J . Then, f is a non-constant SOC-monotone function if and only if f ′ is strictly positive

and (f ′)−1/2 is concave.

Proof. “⇐”. Clearly, f is a non-constant function. Also, by [69, Proposition 2.2], we

have
f(t2)− f(t1)

t2 − t1
≤
√
f ′(t2)f ′(t1), ∀t2, t1 ∈ J.

This, by the strict positivity of f ′ and Proposition 2.21, shows that f is SOC-monotone.

“⇒”. The result is direct by [59, Theorem III] and Proposition 2.23. �

Using Lemma 2.10, we may verify that SOC-monotone and SOC-convex functions

inherit the following relation of matrix-monotone and matrix-convex functions.

Proposition 2.33. If f : J → IR is a continuous SOC-monotone function, then the

function g(t) =
∫ t
a
f(s)ds with some a ∈ J is SOC-convex.

Proof. It suffices to consider the case where f is a non-constant SOC-monotone function.

Due to Proposition 2.22, we may assume f ∈ C3(J). By Lemma 2.10, f ′(t) > 0 for all

t ∈ J and (f ′)−1/2 is concave. Since g ∈ C4(J) and g′′(t) = f ′(t) > 0 for all t ∈ J , in

order to prove that g is SOC-convex, we only need to argue

g′′(t)g(4)(t)

48
≥
[
g(3)(t)

]2
36

⇐⇒ f ′(t)f (3)(t)

48
≥ [f ′′(t)]2

36
, ∀t ∈ J. (2.71)

Since (f ′)−1/2 is concave, its second-order derivative is nonpositive. From this, we have

1

32
(f ′′(t))

2 ≤ 1

48
f ′(t)f (3)(t), ∀t ∈ J,

which implies the inequality (2.71). The proof is complete. �

Similar to matrix-monotone and matrix-convex functions, the converse of Proposition

2.33 does not hold. For example, f(t) = t2

1−t on (−1, 1) is SOC-convex by Example
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2.14(g), but its derivative g′(t) = 1
(1−t)2 − 1 is not SOC-monotone by Proposition 2.21.

As a consequence of Proposition 2.33 and Proposition 2.28, we have the following result.

Proposition 2.34. Let f ∈ C2(J). If f ′ is SOC-monotone, then f is SOC-convex. This

is equivalent to saying that for any x, y ∈ S with x �Kn y,

(f ′)soc(x) �Kn (f ′)soc(y) =⇒ (f
soc

)′(x)− (f
soc

)′(y) � 0.

From [22, Theorem V. 2.5], we know that a continuous function f mapping [0,∞)

into itself is matrix-monotone if and only if it is matrix-concave. However, for such f we

cannot prove that f is SOC-concave when it is SOC-monotone, but f is SOC-concave

under a little stronger condition than SOC-monotonicity, i.e., the matrix-monotonicity

of order 4.

Proposition 2.35. Let f : [0,∞) → [0,∞) be continuous. If f is matrix-monotone of

order 4, then f is SOC-concave.

Proof. By [108, Theorem 2.1], if f is continuous and matrix-monotone of order 2n, then

f is matrix-concave of order n. This together with Proposition 2.27 gives the result. �

Note that Proposition 2.35 verifies Conjecture 2.2 partially and also can be viewed

as the converse of Proposition 2.8. From [22], we know that the functions in Example

2.13(a)-(c) are all matrix-monotone, and so they are SOC-concave by Proposition 2.35(b).

In addition, using Proposition 2.35(b) and noting that −t−1 (t > 0) is SOC-monotone

and SOC-concave on (0,∞), we readily have the following consequence.

Proposition 2.36. Let f : (0,∞) → (0,∞) be continuous. If f is matrix-monotone of

order 4, then the function g(t) = 1
f(t)

is SOC-convex.

Proposition 2.37. Let f be a continuous real function on the interval [0, α). If f is

SOC-convex, then the indefinite integral of f(t)
t

is also SOC-convex.

Proof. The result follows directly by [115, Proposition 2.7] and Proposition 2.27. �

For a continuous real function f on the interval [0, α), [22, Theorem V. 2.9] states

that the following two conditions are equivalent:

(i) f is matrix-convex and f(0) ≤ 0;

(ii) The function g(t) = f(t)
t

is matrix-monotone on (0, α).

At the end of this section, let us look back to Conjecture 2.1. By looking into Example

2.13(a)-(c) and (f)-(g), we find that these functions are continuous, nondecreasing and

concave. Then, one naturally asks whether such functions are SOC-monotone or not,

which recalls Conjecture 2.1(b). The following counterexample shows that Conjecture

2.1(b) does not hold generally. To the contrast, Conjecture 2.1(a) remains open.
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Example 2.15. Let f : (0,∞) → IR be f(t) =

{
−t ln t+ t if t ∈ (0, 1),

1 if t ∈ [1,+∞).
Then,

the function f(t) is not SOC-monotone.

Solution. This function is continuously differentiable, nondecreasing and concave on

(0,+∞). However, letting t1 = 0.1 and t2 = 3,

f ′(t1)f
′(t2)−

(
f(t1)− f(t2)

t1 − t2

)2

= −
(
−t1 ln t1 + t1 − 1

t1 − t2

)2

= −0.0533.

By Proposition 2.21, we know that the function f is not SOC-monotone. �



Chapter 3

Algorithmic Applications

In this Chapter, we will see details about how the characterizations established in Chap-

ter 2 be applied in real algorithms. In particular, the SOC-convexity are often involved

in the solution methods of convex SOCPs; for example, the proximal-like methods. We

present three types of proximal-like algorithms, and refer the readers to [116, 117, 119]

for their numerical performance.

3.1 Proximal-like algorithm for SOCCP

In this section, we focus on the convex second-order cone program (CSOCP) whose

mathematical format is
min f(ζ)

s.t. Aζ + b �Kn 0,
(3.1)

where A is an n×m matrix with n ≥ m, b ∈ IRn, f : IRm → (−∞,∞] is a closed proper

convex function. Here Kn is the second-order cone given as in (1.1), i.e.,

Kn :=
{

(x1, x2) ∈ IR× IRn−1 | ‖x2‖ ≤ x1
}
,

and x �Kn 0 means x ∈ Kn. Note that a function is closed if and only if it is lower

semi-continuous (l.s.c. for short) and a function is proper if f(ζ) < ∞ for at least

one ζ ∈ IRm and f(ζ) > −∞ for all ζ ∈ IRm. The CSOCP, as an extension of the

standard second-order cone programming (SOCP), has applications in a broad range

of fields including engineering, control, data science, finance, robust optimization, and

combinatorial optimization; see [1, 28, 46, 49, 80, 99, 103, 105, 136] and references therein.

Recently, the SOCP has received much attention in optimization, particularly in the

context of solutions methods. Note that the CSOCP is a special class of convex programs,

and therefore it can be solved via general convex programming methods. One of these

methods is the proximal point algorithm for minimizing a convex function f(ζ) defined

99
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on IRm which replaces the problem min
ζ∈IRm

f(ζ) by a sequence of minimization problems

with strictly convex objectives, generating a sequence {ζk} defined by

ζk = argminζ∈IRm

{
f(ζ) +

1

2µk
‖ζ − ζk−1‖2

}
, (3.2)

where {µk} is a sequence of positive numbers and ‖·‖ denotes the Euclidean norm in IRm.

The method was due to Martinet [106] who introduced the above proximal minimization

problem based on the Moreau proximal approximation [111] of f . The proximal point

algorithm was then further developed and studied by Rockafellar [132, 133]. Later, several

researchers [35, 40, 60, 61, 144] proposed and investigated nonquadratic proximal point

algorithm for the convex programming with nonnegative constraints, by replacing the

quadratic distance in (3.2) with other distance-like functions. Among others, Censor and

Zenios [35] replaced the method (3.2) by a method of the form

ζk = argminζ∈IRm

{
f(ζ) +

1

µk
D(ζ, ζk)

}
, (3.3)

where D(·, ·), called D-function, is a measure of distance based on a Bregman function.

Recall that, given a differentiable function ϕ, it is called a Bregman function [34, 55] if it

satisfies the properties listed in Definition 3.1 below, and the induced D-function is given

as follows:

D(ζ, ξ) := ϕ(ζ)− ϕ(ξ)− 〈∇ϕ(ξ), ζ − ξ〉, (3.4)

where 〈·, ·〉 denotes the inner product in IRm and ∇ϕ denotes the gradient of ϕ.

Definition 3.1. Let S ⊆ IRm be an open set and S̄ be its closure. The function ϕ : S̄ → IR

is called a Bregman function with zone S if the following properties hold:

(i) ϕ is continuously differentiable on S;

(ii) ϕ is strictly convex and continuous on S̄;

(iii) For each γ ∈ IR, the level sets LD(ξ, γ) = {ζ ∈ S̄ : D(ζ, ξ) ≤ γ} and LD(ζ, γ) =

{ξ ∈ S : D(ζ, ξ) ≤ γ} are bounded for any ξ ∈ S and ζ ∈ S̄, respectively;

(iv) If {ξk} ⊂ S converges to ξ∗, then D(ξ∗, ξk)→ 0;

(v) If {ζk} and {ξk} are sequences such that ξk → ξ∗ ∈ S̄, {ζk} is bounded and if

D(ζk, ξk)→ 0, then ζk → ξ∗.

The Bregman proximal minimization (BPM) method described in (3.3) was further

extended by Kiwiel [90] with generalized Bregman functions, called B-functions. Com-

pared with Bregman functions, these functions are possibly nondifferentiable and infinite

on the boundary of their domain. For the detailed definition of B-functions and the
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convergence of BPM method using B-functions, please refer to [90].

Next, we present a class of distance measures on SOC and discuss its relations with

the D-function and the double-regularized Bregman distance [137]. To the end, we need

a class of functions φ : [0,∞)→ IR satisfying

(T1) φ is continuously differentiable on IR++;

(T2) φ is strictly convex and continuous on IR+;

(T3) For each γ ∈ IR, the level sets {s ∈ IR+ | d(s, t) ≤ γ} and {t ∈ IR++ | d(s, t) ≤ γ}
are bounded for any t ∈ IR++ and s ∈ IR+, respectively;

(T4) If {tk} ⊂ IR++ is a sequence such that limk→+∞ t
k = 0, then for all s ∈ IR++,

limk→+∞ φ
′(tk)(s− tk) = −∞;

where the function d : [0,∞)× (0,∞)→ IR is defined by

d(s, t) = φ(s)− φ(t)− φ′(t)(s− t), ∀s ∈ IR+, t ∈ IR++. (3.5)

The function φ satisfying (T4) is said in [81–83] to be boundary coercive. If setting

φ(x) = +∞ when x /∈ IR+, then φ becomes a closed proper strictly convex function on

IR. Furthermore, by [90, Lemma 2.4(d)] and (T3), it is not difficult to see that φ(x) and∑n
i=1 φ(xi) are an B-function on IR and IRn, respectively. Unless otherwise stated, in the

rest of this section, we always assume that φ satisfies (T1)-(T4).

Using (1.8), the corresponding SOC functions of φ and φ′ are given by

φsoc(x) = φ (λ1(x))u(1)x + φ (λ2(x))u(2)x , (3.6)

and

(φ′)soc(x) = φ′ (λ1(x))u(1)x + φ′ (λ2(x))u(2)x , (3.7)

which are well-defined over Kn and int(Kn), respectively. In view of this, we define

H(x, y) :=

{
tr
[
φsoc(x)− φsoc(y)− (φ′)soc(y) ◦ (x− y)

]
∀x ∈ Kn, y ∈ int(Kn),

∞ otherwise.
(3.8)

In what follows, we will show that the function H : IRn × IRn → (−∞,+∞] enjoys

some favorable properties similar to those of the D-function. Particularly, we prove that

H(x, y) ≥ 0 for any x ∈ Kn, y ∈ int(Kn), and moreover, H(x, y) = 0 if and only if x = y.

Consequently, it can be regarded as a distance measure on the SOC.

We first start with a technical lemma that will be used in the subsequent analysis.
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Lemma 3.1. Suppose that φ : [0,∞)→ IR satisfies (T1)-(T4). Let φsoc(x) and (φ′)soc(x)

be given as in (3.6) and (3.7), respectively. Then, the following hold.

(a) φsoc(x) is continuously differentiable on int(Kn) with the gradient ∇φsoc(x) satisfying

∇φsoc(x)e = (φ′)soc(x).

(b) tr[φsoc(x)] =
∑2

i=1 φ[λi(x)] and tr[(φ′)soc(x)] =
∑2

i=1 φ
′[λi(x)].

(c) tr[φsoc(x)] is continuously differentiable on int(Kn) with ∇tr[φsoc(x)] = 2∇φsoc(x)e.

(d) tr[φsoc(x)] is strictly convex and continuous on int(Kn).

(e) If {yk} ⊂ int(Kn) is a sequence such that limk→+∞ y
k = ȳ ∈ bd(Kn), then

lim
k→+∞

〈∇tr[φsoc(yk)], x− yk〉 = −∞ for all x ∈ int(Kn).

In other words, the function tr[φsoc(x)] is boundary coercive.

Proof. (a) The first part follows directly from Proposition 1.14. Now we prove the second

part. If x2 6= 0, then by formulas (1.28)-(1.29) it is easy to compute that

∇φsoc(x)e =

 φ′(λ2(x)) + φ′(λ1(x))

2
φ′(λ2(x))− φ′(λ1(x))

2

x2
‖x2‖

 .
In addition, using equations (1.4) and (3.7), we can prove that the vector in the right

hand side is exactly (φ′)soc(x). Therefore, ∇φsoc(x)e = (φ′)soc(x). If x2 = 0, then using

(1.27) and (1.4), we can also prove that ∇φsoc(x)e = (φ′)soc(x).

(b) The result follows directly from Property 1.1(d) and equations (3.6)-(3.7).

(c) From part(a) and the fact that tr[φsoc(x)] = tr[φsoc(x) ◦ e] = 2〈φsoc(x), e〉, clearly,

tr[φsoc(x)] is continuously differentiable on int(Kn). Applying the chain rule for inner

product of two functions immediately yields that ∇tr[φsoc(x)] = 2∇φsoc(x)e.

(d) It is clear that φsoc(x) is continuous on Kn. We next prove that it is strictly convex

on int(Kn). For any x, y ∈ Kn with x 6= y and α, β ∈ (0, 1) with α + β = 1, we have

λ1(αx+ βy) = αx1 + βy1 − ‖αx2 + βy2‖ ≥ αλ1(x) + βλ1(y),

λ2(αx+ βy) = αx1 + βy1 + ‖αx2 + βy2‖ ≤ αλ2(x) + βλ2(y),

which implies that

αλ1(x) + βλ1(y) ≤ λ1(αx+ βy) ≤ λ2(αx+ βy) ≤ αλ2(x) + βλ2(y).

On the other hand,

λ1(αx+ βy) + λ2(αx+ βy) = 2αx1 + 2βy1 = [αλ1(x) + βλ1(y)] + [αλ2(x) + βλ2(y)].
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The last two equations imply that there exists ρ ∈ [0, 1] such that

λ1(αx+ βy) = ρ[αλ1(x) + βλ1(y)] + (1− ρ)[αλ2(x) + βλ2(y)],

λ2(αx+ βy) = (1− ρ)[αλ1(x) + βλ1(y)] + ρ[αλ2(x) + βλ2(y)].

Thus, from Property 1.1, it follows that

tr[φsoc(αx+ βy)] = φ[λ1(αx+ βy)] + φ[λ2(αx+ βy)]

= φ
[
ρ(αλ1(x) + βλ1(y)) + (1− ρ)(αλ2(x) + βλ2(y))

]
+φ
[
(1− ρ)(αλ1(x) + βλ1(y)) + ρ(αλ2(x) + βλ2(y))

]
≤ ρφ

(
αλ1(x) + βλ1(y)

)
+ (1− ρ)φ

(
αλ2(x) + βλ2(y)

)
+(1− ρ)φ

(
αλ1(x) + βλ1(y)

)
+ ρφ

(
αλ2(x) + βλ2(y)

)
= φ

(
αλ1(x) + βλ1(y)

)
+ φ
(
αλ2(x) + βλ2(y)

)
< αφ

(
λ1(x)

)
+ βφ

(
λ1(y)

)
+ αφ

(
λ2(x)

)
+ βφ

(
λ2(y)

)
= αtr[φsoc(x)] + βtr[φsoc(y)],

where the first equality and the last one follow from part(b), and the two inequalities are

due to the strict convexity of φ on IR++. From the definition of strict convexity, we thus

prove that the conclusion holds.

(e) From part(a) and part(c), we can readily obtain the following equality

∇tr[φsoc(x)] = 2(φ′)soc(x), ∀x ∈ int(Kn). (3.9)

Using the relation and Proposition 1.3, we then have

〈∇tr[φsoc(yk)], x− yk〉 = 2〈(φ′)soc(yk), x− yk〉
= tr[(φ′)soc(yk) ◦ (x− yk)]
= tr[(φ′)soc(yk) ◦ x]− tr[(φ′)soc(yk) ◦ yk]

≤
2∑
i=1

φ′[λi(y
k)]λi(x)− tr[(φ′)soc(yk) ◦ yk]. (3.10)

In addition, by Property 1.1, for any y ∈ int(Kn), we can compute that

(φ′)soc(y) ◦ y =
[
φ′(λ1(y))u(1)y + φ′(λ2(y))u(2)y

]
◦
[
λ1(y)u(1)y + λ2(y)u(2)y

]
= φ′(λ1(y))λ1(y)u(1)y + φ′(λ2(y))λ2(y)u(2)y , (3.11)

which implies that

tr[(φ′)soc(yk) ◦ yk
]

=
2∑
i=1

φ′[λi(y
k)]λi(y

k). (3.12)
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Combining with (3.10) and (3.12) immediately yields that

〈∇tr[φsoc(yk)], x− yk〉 ≤
2∑
i=1

φ′[λi(y
k)][λi(x)− λi(yk)]. (3.13)

Note that λ2(ȳ) ≥ λ1(ȳ) = 0 and λ2(x) ≥ λ1(x) > 0 since ȳ ∈ bd(Kn) and x ∈ int(Kn).

Hence, if λ2(ȳ) = 0, then by (T4) and the continuity of λi(·) for i = 1, 2,

lim
k→+∞

φ′[λi(y
k)][λi(x)− λi(yk)] = −∞, i = 1, 2,

which means that

lim
k→+∞

2∑
i=1

φ′[λi(y
k)][λi(x)− λi(yk)] = −∞. (3.14)

If λ2(ȳ) > 0, then limk→+∞ φ
′[λ2(y

k)][λ2(x)− λ2(yk)] is finite and

lim
k→+∞

φ′[λ1(y
k)][λ1(x)− λ1(yk)] = −∞,

and therefore the result in (3.14) also holds under such case. Combining (3.14) with

(3.13), we prove that the conclusion holds. �

Using the relation in (3.9), we have that for any x ∈ Kn and y ∈ int(Kn),

tr
[
(φ′)soc(y) ◦ (x− y)

]
= 2
〈

(φ′)soc(y), x− y
〉

=
〈
∇tr[φsoc(y)], x− y

〉
.

As a consequence, the function H(x, y) in (3.8) can be rewritten as

H(x, y) =

{
tr[φsoc(x)]− tr[φsoc(y)]− 〈∇tr[φsoc(y)], x− y〉 ∀x ∈ Kn, y ∈ int(Kn),

∞ otherwise.
(3.15)

By the representation, we next investigate several important properties of H(x, y).

Proposition 3.1. Let H(x, y) be the function defined as in (3.8) or (3.15). Then, the

following hold.

(a) H(x, y) is continuous on Kn× int(Kn), and for any y ∈ int(Kn), the function H(·, y)

is strictly convex on Kn.

(b) For any given y ∈ int(Kn), H(·, y) is continuously differentiable on int(Kn) with

∇xH(x, y) = ∇tr[φsoc(x)]−∇tr[φsoc(y)] = 2
[
(φ′)soc(x)− (φ′)soc(y)

]
. (3.16)

(c) H(x, y) ≥
∑2

i=1 d(λi(x), λi(y)) ≥ 0 for any x ∈ Kn and y ∈ int(Kn), where d(·, ·) is

defined by (3.5). Moreover, H(x, y) = 0 if and only if x = y.
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(d) For every γ ∈ IR, the partial level sets of LH(y, γ) = {x ∈ Kn : H(x, y) ≤ γ} and

LH(x, γ) = {y ∈ int(Kn) : H(x, y) ≤ γ} are bounded for any y ∈ int(Kn) and

x ∈ Kn, respectively.

(e) If {yk} ⊂ int(Kn) is a sequence converging to y∗ ∈ int(Kn), then H(y∗, yk)→ 0.

(f) If {xk} ⊂ int(Kn) and {yk} ⊂ int(Kn) are sequences such that {yk} → y∗ ∈ int(Kn),

{xk} is bounded, and H(xk, yk)→ 0, then xk → y∗.

Proof. (a) Note that φsoc(x), (φ′)soc(y), (φ′)soc(y)◦ (x−y) are continuous for any x ∈ Kn
and y ∈ int(Kn) and the trace function tr(·) is also continuous, and hence H(x, y) is

continuous on Kn × int(Kn). From Lemma 3.1(d), tr[φsoc(x)] is strictly convex over Kn,

whereas −tr[φsoc(y)]− 〈∇tr[φsoc(y)], x− y〉 is clearly convex in Kn for fixed y ∈ int(Kn).

This means that H(·, y) is strictly convex for any y ∈ int(Kn).

(b) By Lemma 3.1(c), the function H(·, y) for any given y ∈ int(Kn) is continuously

differentiable on int(Kn). The first equality in (3.16) is obvious and the second is due to

(3.9).

(c) The result follows directly from the following equalities and inequalities:

H(x, y) = tr
[
φsoc(x)]− tr

[
φsoc(y)]− tr[(φ′)soc(y) ◦ (x− y)

]
= tr

[
φsoc(x)]− tr

[
φsoc(y)]− tr[(φ′)soc(y) ◦ x

]
+ tr[(φ′)soc(y) ◦ y

]
≥ tr

[
φsoc(x)]− tr

[
φsoc(y)]−

2∑
i=1

φ′(λi(y))λi(x) + tr[(φ′)soc(y) ◦ y
]

=
2∑
i=1

[
φ(λi(x))− φ(λi(y))− φ′(λi(y))λi(x) + φ′(λi(y))λi(y)

]
=

2∑
i=1

[
φ(λi(x))− φ(λi(y))− φ′(λi(y))(λi(x)− λi(y))

]
=

2∑
i=1

d(λi(x), λi(y)) ≥ 0,

where the first equality is due to (3.8), the second and fourth are obvious, the third

follows from Lemma 3.1(b) and (3.11), the last one is from (3.5), and the first inequality

follows from Proposition 1.3 and the last one is due to the strict convexity of φ on IR+.

Note that tr[φsoc(x)] is strictly convex for any x ∈ Kn by Lemma 3.1(d), and therefore

H(x, y) = 0 if and only if x = y by (3.15).

(d) From part(c), we have that LH(y, γ) ⊆ {x ∈ Kn|
∑2

i=1 d(λi(x), λi(y)) ≤ γ}. By (T3),

the set in the right hand side is bounded. Thus, LH(y, γ) is bounded for y ∈ int(Kn).

Similarly, LH(x, γ) is bounded for x ∈ Kn.

From part(a)-(d), we immediately obtain the results in (e) and (f). �
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Remark 3.1. (i) From (3.8), it is not difficult to see that H(x, y) is exactly a distance

measure induced by tr[φsoc(x)] via formula (3.4). Therefore, if n = 1 and φ is a

Bregman function with zone IR++, i.e., φ also satisfies the property:

(e) if {sk} ⊆ IR+ and {tk} ⊂ IR++ are sequences such that tk → t∗, {sk} is

bounded, and d(sk, tk)→ 0, then sk → t∗;

then H(x, y) reduces to the Bregman distance function d(x, y) in (3.5).

(ii) When n > 1, H(x, y) is generally not a Bregman distance even if φ is a Bregman

function with zone IR++, by noting that Proposition 3.1(e) and (f) do not hold for

{xk} ⊆ bd(Kn) and y∗ ∈ bd(Kn). By the proof of Proposition 3.1(c), the main

reason is that in order to guarantee that

tr[(φ′)soc(y) ◦ x] =
2∑
i=1

φ′(λi(y))λi(x)

for any x ∈ Kn and y ∈ int(Kn), the relation [(φ′)soc(y)]2 = αx2 with some α > 0

is required, where [(φ′)soc(y)]2 is a vector composed of the last n − 1 elements of

(φ′)soc(y). It is very stringent for φ to satisfy such relation. By this, tr[φsoc(x)] is

not a B-function [90] on IRn, either, even if φ itself is a B-function.

(iii) We observe that H(x, y) is inseparable, whereas the double-regularized distance func-

tion proposed by [137] belongs to the separable class of functions. In view of this,

H(x, y) can not become a double-regularized distance function in Kn × int(Kn),

even when φ is such that d̃(s, t) = d(s, t)/φ′′(t) + µ
2
(s − t)2 is a double regularized

component (see [137]).

In view of Proposition 3.1 and Remark 3.1, we call H(x, y) a quasi D-function. In

the following, we present several specific examples of quasi D-functions.

Example 3.1. Let φ : [0,∞)→ IR be φ(t) = t ln t− t with the convention 0 ln 0 = 0.

Solution. It is easy to verify that φ satisfies (T1)-(T4). By [64, Proposition 3.2 (b)] and

(3.6)-(3.7), we can compute that for any x ∈ Kn and y ∈ int(Kn),

φsoc(x) = x ◦ lnx− x and (φ′)soc(y) = ln y.

Therefore, we obtain

H(x, y) =

{
tr(x ◦ lnx− x ◦ ln y + y − x), ∀x ∈ Kn, y ∈ int(Kn),

∞, otherwise,

which is a quasi D-function. �
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Example 3.2. Let φ : [0,∞)→ IR be φ(t) = t2 −
√
t.

Solution. It is not hard to verify that φ satisfies (T1)-(T4). From Property 1.2, we have

that for any x ∈ Kn,

x2 = x ◦ x = λ21(x)u(1)x + λ22(x)u(2)x and x1/2 =
√
λ1(x)u(1)x +

√
λ2(x)u(2)x .

By a direct computation, we then obtain for any x ∈ Kn and y ∈ int(Kn),

φsoc(x) = x ◦ x− x1/2 and (φ′)soc(y) = 2y − tr(y1/2)e− y1/2

2
√

det(y)
.

This yields

H(x, y) =

 tr

[
(x− y)2 − (x1/2 − y1/2) +

(tr(y1/2)e− y1/2) ◦ (x− y)

2
√

det(y)

]
, ∀x ∈ Kn, y ∈ int(Kn),

∞, otherwise,

which is a quasi D-function. �

Example 3.3. Let φ : [0,∞) → IR be φ(t) = t ln t − (1 + t) ln(1 + t) + (1 + t) ln 2 with

the convention 0 ln 0 = 0.

Solution. It is easily shown that φ satisfies (T1)-(T4) Using Property 1.1, we know that

for any x ∈ Kn and y ∈ int(Kn),

φsoc(x) = x ◦ lnx− (e+ x) ◦ ln(e+ x) + (e+ x) ln 2

and

(φ′)soc(y) = ln y − ln(e+ y) + e ln 2.

Consequently, we obtain

H(x, y) =

{
tr
[
x ◦ (lnx−ln y)−(e+ x) ◦ (ln(e+x)− ln(e+y))

]
, ∀x ∈ Kn, y ∈ int(Kn),

∞, otherwise,

which is a quasi D-function. �

In addition, from [81, 83, 144], it follows that
∑m

i=1 φ(ζi) generated by φ in the above

examples is a Bregman function with zone S = IRm
+ , and consequently

∑m
i=1 d(ζi, ξi)

defined as in (3.5) is a D-function induced by
∑m

i=1 φ(ζi).

Proposition 3.2. Let H(x, y) be defined as in (3.8) or (3.15). Then, for all x, y ∈
int(Kn) and z ∈ Kn, the following three-points identity holds:

H(z, x) +H(x, y)−H(z, y) =
〈
∇tr[φsoc(y)]−∇tr[φsoc(x)], z − x

〉
= tr

[(
(φ′)soc(y)− (φ′)soc(x)

)
◦ (z − x)

]
.
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Proof. Using the definition of H given as in (3.15), we have〈
∇tr[φsoc(x)], z − x

〉
= tr[φsoc(z)]− tr[φsoc(x)]−H(z, x),〈

∇tr[φsoc(y)], x− y
〉

= tr[φsoc(x)]− tr[φsoc(y)]−H(x, y),〈
∇tr[φsoc(y)], z − y

〉
= tr[φsoc(z)]− tr[φsoc(y)]−H(z, y).

Subtracting the first two equations from the last one gives the first equality. By (3.9),〈
∇tr[φsoc(y)]−∇tr[φsoc(x)], z − x

〉
= 2
〈

(φ′)soc(y)− (φ′)soc(x), z − y
〉
.

This together with the fact that tr(x ◦ y) = 〈x, y〉 leads to the second equality. �

In this section, we propose a proximal-like algorithm for solving the CSOCP based

on the quasi D-function H(x, y). For the sake of notation, we denote F by the set

F =
{
ζ ∈ IRm | Aζ + b �Kn 0

}
. (3.17)

It is easy to verify that F is convex and its interior int(F) is given by

int(F) =
{
ζ ∈ IRm | Aζ + b �Kn 0

}
. (3.18)

Let ψ : IRm → (−∞,+∞] be the function defined by

ψ(ζ) =

{
tr[φsoc(Aζ + b)] if ζ ∈ F ,
∞ otherwise.

(3.19)

By Lemma 3.1, it is easily shown that the following conclusions hold for ψ(ζ).

Proposition 3.3. Let ψ(ζ) be given as in (3.19). If the matrix A has full rank m, then

(a) ψ(ζ) is continuously differentiable on int(F) with ∇ψ(ζ) = 2AT (φ′)soc(Aζ + b);

(d) ψ(ζ) is strictly convex and continuous on F ;

(c) ψ(ζ) is boundary coercive, i.e., if {ξk} ⊆ int(F) such that limk→+∞ ξ
k = ξ ∈ bd(F),

then for all ζ ∈ int(F), there holds that limk→+∞∇ψ(ξk)T (ζ − ξk) = −∞.

Let D(ζ, ξ) be the function induced by the above ψ(ζ) via formula (3.4), i.e.,

D(ζ, ξ) = ψ(ζ)− ψ(ξ)− 〈∇ψ(ξ), ζ − ξ〉. (3.20)

Then, from (3.15) and (3.19), it is not difficult to see that

D(ζ, ξ) = H(Aζ + b, Aξ + b). (3.21)

Thus, by Proposition 3.1 and Lemma 3.3, we draw the following conclusions.
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Proposition 3.4. Let D(ζ, ξ) be given by (3.20) or (3.21). If the matrix A has full rank

m, then

(a) D(ζ, ξ) is continuous on F × int(F), and for any given ξ ∈ int(F), the function

D(·, ξ) is strictly convex on F .

(b) For any fixed ξ ∈ int(F), D(·, ξ) is continuously differentiable on int(F) with

∇ζD(ζ, ξ) = ∇ψ(ζ)−∇ψ(ξ) = 2AT
[
(φ′)soc(Aζ + b)− (φ′)soc(Aξ + b)

]
.

(c) D(ζ, ξ) ≥
∑2

i=1 d(λi(Aζ + b), λi(Aξ + b)) ≥ 0 for any ζ ∈ F and ξ ∈ int(F), where

d(·, ·) is defined by (3.5). Moreover, D(ζ, ξ) = 0 if and only if ζ = ξ.

(d) For each γ ∈ IR, the partial level sets of LD(ξ, γ) = {ζ ∈ F : D(ζ, ξ) ≤ γ} and

LD(ζ, γ) = {ξ ∈ int(F) : D(ζ, ξ) ≤ γ} are bounded for any ξ ∈ int(F) and ζ ∈ F ,

respectively.

The PLA. The first proximal-like algorithm that we propose for the CSOCP (3.1)

is defined as follows:{
ζ0 ∈ int(F),

ζk = argminζ∈F
{
f(ζ) + (1/µk)D(ζ, ζk−1)

}
(k ≥ 1),

(3.22)

where {µk}k≥1 is a sequence of positive numbers. To establish the convergence of the

algorithm, we make the following Assumptions for the CSOCP:

(A1) inf
{
f(ζ) | ζ ∈ F

}
:= f∗ > −∞ and dom(f) ∩ int(F) 6= ∅.

(A2) The matrix A is of maximal rank m.

Remark 3.2. Assumption (A1) is elementary for the solution of the CSOCP. Assump-

tion (A2) is common in the solution of SOCPs and it is obviously satisfied when F = Kn.

Moreover, if we consider the standard SOCP

min cTx

s.t. Ax = b, x ∈ Kn,

where A ∈ IRm×n with m ≤ n, b ∈ IRm, and c ∈ IRn, the assumption that A has full row

rank m is standard. Consequently, its dual problem, given by

max bTy

s.t. c− ATy �Kn 0,
(3.23)

satisfies assumption (A2). This shows that we can solve the SOCP by applying the

proximal-like algorithm (PLA) defined as in (3.22) to the dual problem (3.23).



110 CHAPTER 3. ALGORITHMIC APPLICATIONS

Now, we show the algorithm PLA given by (3.22) is well-defined under assumptions

(A1) and (A2).

Proposition 3.5. Suppose that assumptions (A1)-(A2) hold. Then, the algorithm PLA

given by (3.22) generates a sequence {ζk} ⊂ int(F) such that

−2µ−1k AT
[
(φ′)soc(Aζk + b)− (φ′)soc(Aζk−1 + b)

]
∈ ∂f(ζk).

Proof. The proof proceeds by induction. For k = 0, it clearly holds. Assume that

ζk−1 ∈ int(F). Let fk(ζ) := f(ζ)+µ−1k D(ζ, ζk−1). Then assumption (A1) and Proposition

3.4(d) imply that fk has bounded level sets in F . By the lower semi-continuity of f and

Proposition 3.4(a), the minimization problem minζ∈F fk(ζ), i.e., the subproblem in (3.22),

has solutions. Moreover, the solution ζk is unique due to the convexity of f and the strict

convexity of D(·, ξ). In the following, we prove that ζk ∈ int(F).

By [131, Theorem 23.8] and the definition of D(ζ, ξ) given by (3.20), we can verify that

ζk is the only ζ ∈ dom(f) ∩ F such that

2µ−1k AT (φ′)soc(Aζk−1 + b) ∈ ∂
(
f(ζ) + µ−1k ψ(ζ) + δ(ζ|F)

)
, (3.24)

where δ(ζ|F) = 0 if ζ ∈ F and +∞ otherwise. We will show that

∂
(
f(ζ) + µ−1k ψ(ζ) + δ(ζ|F)

)
= ∅ for all ζ ∈ bd(F), (3.25)

which by (3.24) implies that ζk ∈ int(F). Take ζ ∈ bd(F) and assume that there exists

w ∈ ∂
(
f(ζ) + µ−1k ψ(ζ)

)
. Take ζ̂ ∈ dom(f) ∩ int(F) and let

ζ l = (1− εl)ζ + εlζ̂ (3.26)

with liml→+∞ εl = 0. From the convexity of int(F) and dom(f), it then follows that

ζ l ∈ dom(f) ∩ int(F), and moreover, liml→+∞ ζ
l = ζ. Consequently,

εlw
T (ζ̂ − ζ) = wT (ζ l − ζ)

≤ f(ζ l)− f(ζ) + µ−1k

[
ψ(ζ l)− ψ(ζ)

]
≤ f(ζ l)− f(ζ) + µ−1k

〈
2AT (φ′)soc(Aζ l + b), ζ l − ζ

〉
≤ εl(f(ζ̂)− f(ζ)) + µ−1k

εl
1− εl

tr
[
(φ′)soc(Aζ l + b) ◦ (Aζ̂ − Aζ l)

]
,

where the first equality is due to (3.26), the first inequality follows from the definition of

subdifferential and the convexity of f(ζ) + µ−1k ψ(ζ) in F , the second one is due to the

convexity and differentiability of ψ(ζ) in int(F), and the last one is from (3.26) and the
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convexity of f . Using Proposition 1.3 and (3.11), we then have

µk(1− εl)[f(ζ)− f(ζ̂) + wT (ζ̂ − ζ)]

≤ tr
[
(φ′)soc(Aζ l + b) ◦ (Aζ̂ + b)

]
− tr

[
(φ′)soc(Aζ l + b) ◦ (Aζ l + b)

]
≤

2∑
i=1

[
φ′(λi(Aζ

l + b))λi(Aζ̂ + b)− φ′(λi(Aζ l + b))λi(Aζ
l + b)

]
=

2∑
i=1

φ′(λi(Aζ
l + b))

[
λi(Aζ̂ + b)− λi(Aζ l + b)

]
.

Since ζ ∈ bd(F), i.e., Aζ + b ∈ bd(Kn), it follows that liml→+∞ λ1(Aζ
l + b) = 0. Thus,

using (T4) and following the same line as the proof of Lemma 3.1(d), we can prove that

the right hand side of the last inequality goes to −∞ when l tends to ∞, whereas the

left-hand side has a finite limit. This gives a contradiction. Hence, the equation (3.25)

follows, which means that ζk ∈ int(F).

Finally, let us prove ∂δ(ζk| F) = {0}. From [131, page 226], it follows that

∂δ(z|Kn) = {υ ∈ IRn | υ �Kn 0, tr(υ ◦ z) = 0}.

Using [131, Theorem 23.9] and the assumption dom(f) ∩ int(F) 6= ∅, we have

∂δ(ζ| F) =
{
ATυ ∈ IRn | υ �Kn 0, tr(υ ◦ (Aζ + b)) = 0

}
.

In addition, from the self-dual property of symmetric cone Kn, we know that tr(x◦y) = 0

for any x �Kn 0 and y �Kn 0 implies x = 0. Thus, we obtain ∂δ(ζk|F) = {0}. This

together with (3.24) and [131, Theorem 23.8] yields the desired result. �

Proposition 3.5 implies that the second-order cone constrained subproblem in (3.22)

is actually equivalent to an unconstrained one

ζk = argminζ∈IRm

{
f(ζ) +

1

µk
D(ζ, ζk−1)

}
,

which is obviously simpler than the original CSOCP. This shows that the proximal-

like algorithm proposed transforms the CSOCP into the solution of a sequence of simpler

problems. We next present some properties satisfied by {ζk}. For convenience, we denote

the optimal set of the CSOCP by X := {ζ ∈ F | f(ζ) = f∗}.

Proposition 3.6. Let {ζk} be the sequence generated by the algorithm PLA given by

(3.22), and let σN =
∑N

k=1 µk. Then, the following hold.

(a) {f(ζk)} is a nonincreasing sequence.

(b) µk(f(ζk)− f(ζ)) ≤ D(ζ, ζk−1)−D(ζ, ζk) for all ζ ∈ F .
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(c) σN(f(ζN)− f(ζ)) ≤ D(ζ, ζ0)−D(ζ, ζN) for all ζ ∈ F .

(d) D(ζ, ζk) is nonincreasing for any ζ ∈ X if the optimal set X 6= ∅.

(e) D(ζk, ζk−1)→ 0 if the optimal set X 6= ∅.

Proof. (a) By the definition of ζk given as in (3.22), we have

f(ζk) + µ−1k D(ζk, ζk−1) ≤ f(ζk−1) + µ−1k D(ζk−1, ζk−1).

Since D(ζk, ζk−1) ≥ 0 and D(ζk−1, ζk−1) = 0 by Proposition 3.4(c), it follows that

f(ζk) ≤ f(ζk−1) (k ≥ 1).

(b) By Proposition 3.5, 2µ−1k AT [(φ′)soc(Aζk−1 + b) − (φ′)soc(Aζk + b)] ∈ ∂f(ζk). Hence,

from the definition of subdifferential, it follows that for any ζ ∈ F ,

f(ζ) ≥ f(ζk) + 2µ−1k

〈
(φ′)soc(Aζk−1 + b)− (φ′)soc(Aζk + b), Aζ − Aζk

〉
= f(ζk) + µ−1k tr

[
[(φ′)soc(Aζk−1 + b)− (φ′)soc(Aζk + b)] ◦ [(Aζ + b)− (Aζk + b)]

]
= f(ζk) + µ−1k

[
H(Aζ + b, Aζk + b) +H(Aζk + b, Aζk−1 + b)−H(Aζ + b, Aζk−1 + b)

]
= f(ζk) + µ−1k

[
D(ζ, ζk) +D(ζk, ζk−1)−D(ζ, ζk−1)

]
, (3.27)

where the first equality is due to the definition of determinant and the second follows from

Proposition 3.2. From this inequality and the nonnegativity of D(ζk, ζk−1), we readily

obtain the conclusion.

(c) From the result in part(b), we have

µk[f(ζk−1)− f(ζk)] ≥ D(ζk−1, ζk)−D(ζk−1, ζk−1) = D(ζk−1, ζk).

Multiplying this inequality by σk−1 and noting that σk = σk−1 + µk, one has

σk−1f(ζk−1)− (σk − µk)f(ζk) ≥ σk−1µ
−1
k D(ζk−1, ζk). (3.28)

Summing up the inequalities in (3.28) for k = 1, 2, · · · , N and using σ0 = 0 yields

−σNf(ζN) +
N∑
k=1

µkf(xk) ≥
N∑
k=1

σk−1µ
−1
k D(ζk−1, ζk). (3.29)

On the other hand, summing the inequality in part (b) over k = 1, 2, · · · , N , we get

−σNf(ζ) +
N∑
k=1

µkf(ζk) ≤ D(ζ, ζ0)−D(ζ, ζN). (3.30)



3.1. PROXIMAL-LIKE ALGORITHM FOR SOCCP 113

Now subtracting (3.29) from (3.30) yields that

σN [f(ζN)− f(ζ)] ≤ D(ζ, ζ0)−D(ζ, ζN)−
N∑
k=1

σk−1µ
−1
k D(ζk−1, ζk).

This together with the nonnegativity of D(ζk−1, ζk) implies the conclusion.

(d) Note that f(ζk) − f(ζ) ≥ 0 for all ζ ∈ X . Thus, the result follows from part(b)

directly.

(e) From part(d), we know that D(ζ, ζk) is nonincreasing for any ζ ∈ X . This together

with D(ζ, ζk) ≥ 0 for any k implies that D(ζ, ζk) is convergent. Thus, we have

D(ζ, ζk−1)−D(ζ, ζk)→ 0. (3.31)

On the other hand, from (3.27) it follows that

0 ≤ µk[f(ζk)− f(ζ)] ≤ D(ζ, ζk−1)−D(ζ, ζk)−D(ζk, ζk−1), ∀ζ ∈ X ,
which implies

D(ζk, ζk−1) ≤ D(ζ, ζk−1)−D(ζ, ζk), ∀ζ ∈ X .
This together with (3.31) and the nonnegativity of D(ζk, ζk−1) yields the result. �

We have proved that the proximal-like algorithm (PLA) defined as in (3.22) is well-

defined and satisfies some favorable properties. By this, we next establish its convergence.

Proposition 3.7. Let {ζk} be the sequence generated by the algorithm PLA given by in

(3.22), and let σN =
∑N

k=1 µk. Then, under Assumptions (A1)-(A2),

(a) if σN →∞, then limN→+∞ f(ζN)→ f∗;

(b) if σN →∞ and the optimal set X 6= ∅, then the sequence {xk} is bounded and every

accumulation point is a solution of the CSOCP.

Proof. (a) From the definition of f∗, there exists a ζ̂ ∈ F such that

f(ζ̂) < f∗ + ε, ∀ε > 0.

However, from Proposition 3.6(c) and the nonnegativity of D(ζ, ζN), we have that

f(ζN)− f(ζ) ≤ σ−1N D(ζ, ζ0), ∀ζ ∈ F .
Let ζ = ζ̂ in the above inequality and take the limit with σN → +∞, we then obtain

limN→+∞ f(ζN) < f∗ + ε.

Considering that ε is arbitrary and f(ζN) ≥ f∗, we thus have the desired result.

(b) Suppose that ζ∗ ∈ X . Then, from Proposition 3.6(d), D(ζ∗, ζk) ≤ D(ζ∗, ζ0) for

any k. This implies that {ζk} ⊆ LD(ζ∗,D(ζ∗, ζ0)). By Proposition 3.6(d), the sequence

{ζk} is then bounded. Let ζ̄ ∈ F be an accumulation point of {ζk} with subsequence

{ζkj} → ζ̄. Then, from part(a), it follows that f(ζkj) → f∗. On the other hand, since

f is lower-semicontinuous, we have f(ζ̄) = lim infkj→+∞ f(ζkj). The two sides show that

f(ζ̄) ≤ f(ζ∗). Consequently, ζ̄ is a solution of the CSOCP. �
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3.2 Interior proximal-like algorithms for SOCCP

In Section 3.1, we present a proximal-like algorithm based on Bregman-type functions

for the CSOCP (3.1). In this section, we focus on another proximal-like algorithm, which

is similar to entropy-like proximal algorithm. We will illustrate how to construct the

distance measure needed for tacking the CSOCP (3.1).

The entropy-like proximal algorithm was designed for minimizing a convex function

f(ζ) subject to nonnegative constraints ζ ≥ 0. In [61], Eggermont first introduced the

Kullback-Leibler relative entropy, defined by

d(ζ, ξ) =
m∑
i=1

ζi ln(ζi/ξi) + ζi − ξi, ∀ζ ≥ 0, ξ > 0,

where we adopt the convention of 0 ln 0 = 0. The original entropy-like proximal point

algorithm is as below: {
ζ0 > 0

ζk = argmin
ζ>0

{
f(ζ) + µk

−1d(ζk−1, ζ)
}
. (3.32)

Later, Teboulle [144] proposed to replace the usual Kullback-Leibler relative entropy

with a new type of distance-like function, called ϕ-divergence, to define the entropy-like

proximal map. Let ϕ : IR → (−∞,∞] be a closed proper convex function satisfying

certain conditions (see [81, 144]). The ϕ-divergence induced by ϕ is defined as

dϕ(ζ, ξ) :=
m∑
i=1

ξiϕ(ζi/ξi).

Based on the ϕ-divergence, Isume et al [81–83] generalized Eggermont’s algorithm as{
ζ0 > 0

ζk = argmin
ζ>0

{
f(ζ) + µk

−1dϕ(ζ, ζk−1)
}

(3.33)

and obtained the convergence theorems under weaker assumptions. Clearly, when

ϕ(t) = − ln t+ t− 1 (t > 0),

we have that dϕ(ζ, ξ) = d(ξ, ζ), and consequently the algorithm reduces to Eggermont’s

(3.32).

Observing that the proximal-like algorithm (3.33) associated with ϕ(t) = − ln t+t−1

inherits the features of the interior point method as well as the proximal point method,

Auslender [8] extended the algorithm to general linearly constrained convex minimiza-

tion problems and variational inequalities on polyhedra. Then, is it possible to extend
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the algorithm to nonpolyhedra symmetric conic optimization problems and establish the

corresponding convergence results? In this section, we will explore its extension to the

setting of second-order cones and establish a class of interior proximal-like algorithms

for the CSOCP. We should mention that the algorithm (3.33) with the entropy function

t ln t− t+ 1 (t ≥ 0) was recently extended to convex semidefinite programming [58].

Again as defined in (3.17) and (3.18), we denote F the constraint set of the CSOCP,

i.e.,

F := {ζ ∈ IRm |Aζ + b �Kn 0} ,

and denote its interior by int(F), i.e.,

int(F) := {ζ ∈ IRm |Aζ + b �Kn 0} .

Accordingly, the 2nd proximal-like algorithm that we propose for the CSOCP is defined

as follows: {
ζ0 ∈ int(F)

ζk = argmin
ζ∈int(F)

{
f(ζ) + µ−1k D(Aζ + b, Aζk−1 + b)

}
, (3.34)

where D : IRn × IRn → (−∞,+∞] is a closed proper convex function generated by a

class of twice continuously differentiable and strictly convex functions on (0,+∞), and

the specific expression is given later. The class of distance measures includes as a special

case the natural extension of dϕ(x, y) with ϕ(t) = − ln t+ t−1 to the second-order cones.

For the proximal-like algorithm (3.34), we particularly consider an approximate version

which allows inexact minimization of the subproblem (3.34) and establish its global con-

vergence results under some mild assumptions.

Throughout this section, for a differentiable function h on IR, we denote h′, h′′ and

h′′′ by its first, second and third derivative, respectively. Recall that a function is closed

if and only if it is lower semi-continuous and a function is proper if f(ζ) < ∞ for at

least one ζ ∈ IRm and f(ζ) > −∞ for all ζ ∈ IRm. For a closed proper convex function

f : IRm → (−∞,∞], we denote its domain by domf := { ζ ∈ IRm | f(ζ) < ∞} and the

subdifferential of f at ζ̂ by

∂f(ζ̂) :=
{
w ∈ IRm | f(ζ) ≥ f(ζ̂) + 〈w, ζ − ζ̂〉, ∀ζ ∈ IRm

}
.

As usual, if f is differentiable at ζ, the notation ∇f(ζ) represents the gradient at ζ of f .

Next, we present the definition of the distance-like function D(x, y) involved in the

proximal-like algorithm (3.34) and some specific examples. Let φ : IR → (−∞,∞] be a

closed proper convex function with domφ = [0,∞) and assume that

(C1) φ is strictly convex on its domain.
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(C2) φ is twice continuously differentiable on int(domφ) with limt→0+ φ
′′(t) = +∞.

(C3) φ′(t)t− φ(t) is convex on int(domφ).

(C4) φ′ is SOC-concave on int(domφ).

In the sequel, we denote by Φ the class of functions satisfying conditions (C1)-(C4).

Given a φ ∈ Φ, let φsoc and (φ′)soc be the vector-valued function given as in (1.8). We

define D(x, y) involved in the proximal-like algorithm (3.34) by

D(x, y) :=

{
tr
[
φsoc(y)− φsoc(x)− (φ′)soc(x) ◦ (y − x)

]
, ∀x ∈ int(Kn), y ∈ Kn,

∞, otherwise.
(3.35)

The function, as will be shown later, possesses some favorable properties. Particularly,

D(x, y) ≥ 0 for any x, y ∈ int(Kn), and D(x, y) = 0 if and only if x = y. Hence, D(x, y)

can be used to measure the distance between any two points in int(Kn).

In the following, we concentrate on the examples of the distance-like function D(x, y).

For this purpose, we first give another characterization for condition (C3).

Lemma 3.2. Let φ : IR → (−∞,∞] be a closed proper convex function with dom(φ) =

[0,+∞). If φ is thrice continuously differentiable on int(domφ), then φ satisfies condition

(C3) if and only if its derivative function φ′ is exponentially convex (which means the

function φ′(exp(·)) : IR→ IR is convex on IR), or

φ′(t1t2) ≤
1

2

(
φ′(t21) + φ′(t22)

)
, ∀t1, t2 > 0. (3.36)

Proof. Since the function φ is thrice continuously differentiable on int(domφ), φ satisfies

condition (C3) if and only if

φ′′(t) + tφ′′′(t) ≥ 0, ∀t > 0.

Observe that the inequality is also equivalent to

tφ′′(t) + t2φ′′′(t) ≥ 0, ∀t > 0,

and hence substituting by t = exp(θ) for θ ∈ IR into the inequality yields that

exp(θ)φ′′(exp(θ)) + exp(2θ)φ′′′(exp(θ)) ≥ 0, ∀θ ∈ IR.

Since the left hand side of this inequality is exactly [φ′(exp(θ))]′′, it means that φ′(exp(·))
is convex on IR. Consequently, the first part of the conclusions follows.
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Note that the convexity of φ′(exp(·)) on IR is equivalent to saying for any θ1, θ2 ∈ IR,

φ′(exp(rθ1 + (1− r)θ2)) ≤ rφ′(exp(θ1)) + (1− r)φ′(exp(θ2)), r ∈ [0, 1],

which, by letting t1 = exp(θ1) and t2 = exp(θ2), can be rewritten as

φ′(tr1t
1−r
2 ) ≤ rφ′(t1) + (1− r)φ′(t2), ∀t1, t2 > 0 and r ∈ [0, 1].

This is clearly equivalent to the statement in (3.36) due to the continuity of φ′. �

Remark 3.3. The exponential convexity was also used in the definition of the self-regular

function [124], in which the authors denote Ω by the set of functions whose elements are

twice continuously differentiable and exponentially convex on (0,+∞). By Lemma 3.2,

clearly, if h ∈ Ω, then the function
∫ t
0
h(θ)dθ necessarily satisfies condition (C3). For

example, ln t belongs to Ω, and hence
∫ t
0

ln θdθ = t ln t satisfies condition (C3).

Now we present several examples showing how to construct D(x, y). From these

examples, we see that the conditions required by φ ∈ Φ are not so strict and the con-

struction of the distance-like functions in SOCs can be completed by selecting a class of

single variate convex functions.

Example 3.4. Let φ1 : IR→ (−∞,∞] be given by

φ1(t) =

{
t ln t− t+ 1 if t ≥ 0,

∞ if t < 0.

Solution. It is easy to verify that φ1 satisfies conditions (C1)-(C3). In addition, by

Example 2.10 and 2.12, the function ln t is SOC-concave and SOC-monotone on (0,∞),

hence the condition (C4) also holds. From formula (1.8), it follows that for any y ∈ Kn
and x ∈ int(Kn),

φsoc(y) = y ◦ ln y − y + e and (φ′)soc(x) = lnx.

Consequently, the distance-like function induced by φ1 is given by

D1(x, y) = tr (y ◦ ln y − y ◦ lnx+ x− y) , ∀x ∈ int(Kn), y ∈ Kn.

This function is precisely the natural extension of the entropy-like distance dϕ(·, ·) with

ϕ(t) = − ln t + t − 1 to the second-order cones. In addition, comparing D1(x, y) with

the distance-like function H(x, y) in Example 3.1 of [116] (see Section 3.1), we note

that D1(x, y) = H(y, x), but the proximal-like algorithms corresponding to them are

completely different. �
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Example 3.5. Let φ2 : IR→ (−∞,∞] be given by

φ2(t) =

{
t ln t+ (1 + t) ln(1 + t)− (1 + t) ln 2 if t ≥ 0,

∞ if t < 0.

Solution. By computing, we can verify that φ2 satisfies conditions (C1)-(C3). Further-

more, from earlier examples, we learn that φ2 also satisfies condition (C4). This means

that φ2 ∈ Φ. For any y ∈ Kn and x ∈ int(Kn), we can compute that

φsoc(y) = y ◦ ln y + (e+ y) ◦ ln(e+ y)− ln 2(e+ y),

(φ′)soc(x) = (2− ln 2)e+ lnx+ ln(e+ x).

Therefore, the distance-like function generated by such a φ is given by

D2(x, y) = tr
[
− ln(e+ x) ◦ (e+ y) + y ◦ (ln y − lnx) + (e+ y) ◦ ln(e+ y)− 2(y − x)

]
for any x ∈ int(Kn) and y ∈ Kn. It should be pointed out that D2(x, y) is not the

extension of dϕ(·, ·) with ϕ(t) = φ2(t) given by [81] to the second-order cones. �

Example 3.6. For any 0 ≤ r < 1
2
, let φ3 : IR→ (−∞,∞] be given by

φ3(t) =

{
t
2r+3

2 + t2 if t ≥ 0,

∞ if t < 0.

Solution. It is easy to verify that φ3 satisfies conditions (C1)-(C3). Furthermore, from

Examples 2.10-2.12, it follows that φ3 satisfies condition (C4). Thus, φ3 ∈ Φ. By a

simple computation,

φsoc(y) = y
2r+3

2 + y2 ∀y ∈ Kn and (φ′)soc(x) =
2r + 3

2
x

2r+1
2 + 2x ∀x ∈ int(Kn).

Hence, the distance-like function induced by φ3 has the following expression

D3(x, y) = tr

[
2r + 1

2
x

2r+3
2 + x2 − y ◦

(2r + 3

2
x

2r+1
2 + 2x

)
+ y

2r+3
2 + y2

]
.

�

Example 3.7. For any 0 < a ≤ 1, let φ4 : IR→ (−∞,∞] be given by

φ4(t) =

{
ta+1 + at ln t− at if t ≥ 0,

∞ if t < 0.
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Solution. It is easily shown that φ4 satisfies conditions (C1)-(C3). By Examples 2.11-

2.14, (φ′)4 is SOC-concave on (0,∞). Hence, φ4 ∈ Φ. For any y ∈ Kn and x ∈ int(Kn),

φsoc(y) = ya+1 + ay ◦ ln y − ay and (φ′)soc(x) = (a+ 1)xa + a lnx.

Consequently, the distance-like function induced by φ4 has the following expression

D4(x, y) = tr
[
axa+1 + ax− y ◦

(
(a+ 1)xa + a lnx

)
+ ya+1 + ay ◦ ln y − ay

]
.

�

In what follows, we study some favorable properties of the function D(x, y). We begin

with some technical lemmas that will be used in the subsequent analysis.

Lemma 3.3. Suppose that φ : IR → (−∞,∞] belongs to the class of Φ, i.e., satisfying

(C1)-(C4). Let φsoc and (φ′)soc be the corresponding SOC-functions of φ and φ′ given as

in (1.8). Then, the following hold.

(a) φsoc(x) and (φ′)soc(x) are well-defined on Kn and int(Kn), respectively, and

λi[φ
soc(x)] = φ[λi(x)], λi[(φ

′)soc(x)] = φ′[λi(x)], i = 1, 2.

(b) φsoc(x) and (φ′)soc(x) are continuously differentiable on int(Kn) with the transposed

Jacobian at x given as in formulas (1.27)–(1.28).

(c) tr[φsoc(x)] and tr[(φ′)soc(x)] are continuously differentiable on int(Kn), and

∇tr [φsoc(x)] = 2∇φsoc(x)e = 2(φ′)soc(x),

∇tr [(φ′)soc(x)] = 2∇(φ′)soc(x)e = 2(φ′′)soc(x).

(d) The function tr[φsoc(x)] is strictly convex on int(Kn).

Proof. Mimicking the arguments as in Lemma 3.1, in other words, using Propositions

1.13-1.14, Lemma 2.8 and the definition of Φ, the desired results follow. �

Lemma 3.4. Suppose that φ : IR→ (−∞,∞] belongs to the class of Φ and z ∈ IRn. Let

φz : int(Kn)→ IR be defined by

φz(x) := tr
[
− z ◦ (φ′)soc(x)

]
. (3.37)

Then, the function φz(x) possesses the following properties.

(a) φz(x) is continuously differentiable on int(Kn) with ∇φz(x) = −2∇(φ′)soc(x) · z.

(b) φz(x) is convex over int(Kn) when z ∈ Kn, and furthermore, it is strictly convex

over int(Kn) when z ∈ int(Kn).
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Proof. (a) Since φz(x) = −2〈(φ′)soc(x), z〉 for any x ∈ int(Kn), we have that φz(x) is

continuously differentiable on int(Kn) by Lemma 3.3(c). Moreover, applying the chain

rule for inner product of two functions readily yields ∇φz(x) = −2∇(φ′)soc(x) · z.

(b) By the continuous differentiability of φz(x), to prove the convexity of φz on int(Kn),

it suffices to prove the following inequality

φz

(
x+ y

2

)
≤ 1

2

(
φz(x) + φz(y)

)
, ∀x, y ∈ int(Kn). (3.38)

By condition (C4), φ′ is SOC-concave on (0,+∞). Therefore, we have

−(φ′)soc
(
x+ y

2

)
�Kn −

1

2

[
(φ′)soc(x) + (φ′)soc(y)

]
,

i.e.,

(φ′)soc
(
x+ y

2

)
− 1

2
(φ′)soc(x)− 1

2
(φ′)soc(y) �Kn 0.

Using Property 1.3(d) and the fact that z ∈ Kn, we then obtain that〈
z, (φ′)soc

(
x+ y

2

)
− 1

2
(φ′)soc(x)− 1

2
(φ′)soc(y)

〉
≥ 0, (3.39)

which in turn implies that〈
− z, (φ′)soc

(
x+ y

2

)〉
≤ 1

2

〈
− z, (φ′)soc(x)

〉
+

1

2

〈
− z, (φ′)soc(y)

〉
.

The last inequality is exactly the one in (3.38). Hence, φz is convex on int(Kn) for z ∈ Kn.

To prove the second part of the conclusions, we only need to prove that the inequality

in (3.39) holds strictly for any x, y ∈ int(Kn) and x 6= y. By Property 1.3(d), this is also

equivalent to proving the vector (φ′)soc
(
x+y
2

)
− 1

2
(φ′)soc(x)− 1

2
(φ′)soc(y) is nonzero since

(φ′)soc
(
x+ y

2

)
− 1

2
(φ′)soc(x)− 1

2
(φ′)soc(y) ∈ Kn and z ∈ int(Kn).

From condition (C4), it follows that φ′ is concave on (0,+∞) since the SOC-concavity

implies the concavity. This together with the strict monotonicity of φ′ implies that φ′

is strictly concave on (0,+∞). Using Lemma 3.3(d), we then have that tr[(φ′)soc(x)] is

strictly concave on int(Kn). This means that for any x, y ∈ int(Kn) and x 6= y,

tr

[
(φ′)soc

(x+ y

2

)]
− 1

2
tr [(φ′)soc(x)]− 1

2
tr [(φ′)soc(y)] > 0. (3.40)
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In addition, we note that the first element of (φ′)soc
(
x+y
2

)
− 1

2
(φ′)soc(x)− 1

2
(φ′)soc(y) is

φ′
(
λ1

(
x+y
2

))
+ φ′

(
λ2

(
x+y
2

))
2

− φ′(λ1(x)) + φ′(λ2(x))

4
− φ′(λ1(y)) + φ′(λ2(y))

4
,

which, by Property 1.1(d), can be rewritten as

1

2
tr

[
(φ′)soc

(x+ y

2

)]
− 1

4
tr [(φ′)soc(x)]− 1

4
tr [(φ′)soc(y)] .

This together with (3.40) shows that (φ′)soc
(
x+y
2

)
− 1

2
(φ′)soc(x) − 1

2
(φ′)soc(y) is nonzero

for any x, y ∈ int(Kn) and x 6= y. Consequently, φz is strictly convex on int(Kn). �

Lemma 3.5. Let F be the set defined as in (3.17). Then, its recession cone 0+F is

described by

0+F =
{
d ∈ IRm | Ad �Kn 0

}
. (3.41)

Proof. Assume that d ∈ IRm such that Ad �Kn 0. Then, for any λ > 0, λAd �Kn 0.

Considering that Kn is closed under the “+” operation, we have for any ζ ∈ F ,

A(ζ + λd) + b = (Aζ + b) + λ(Ad) �Kn 0. (3.42)

By [131, page 61], this shows that every element in the set of the right hand side of (3.41)

is a recession direction of F . Consequently, {d ∈ IRm | Ad �Kn 0} ⊆ 0+F .

Now take any d ∈ 0+F and ζ ∈ F . Then, for any λ > 0, equation (3.42) holds. By

Property 1.3, we then have λ1

[
(Aζ + b) + λAd

]
≥ 0 for any λ > 0. This implies that

λ1(Ad) ≥ 0, since otherwise letting λ→ +∞ and using the fact that

λ1

[
(Aζ + b) + λAd

]
= (Aζ + b)1 + λ(Ad)1 − ‖(Aζ + b)2 + λ(Ad)2‖

≤ (Aζ + b)1 + λ(Ad)1 −
(
λ‖(Ad)2‖ − ‖(Aζ + b)2‖

)
= λλ1(Ad) + λ2(Aζ + b),

we obtain that λ1[(Aζ + b) + λAd] → −∞. Thus, we prove that Ad �Kn 0, and conse-

quently 0+F ⊆ {d ∈ IRm | Ad �Kn 0}. Combining with the above discussions then yields

the result. �

Lemma 3.6. Let {ank} be a sequence of real numbers satisfying

(i) ank ≥ 0, ∀n = 1, 2, · · · and ∀k = 1, 2, · · · .

(ii)
∞∑
k=1

ank = 1, ∀n = 1, 2, · · · ; and lim
n→∞

n∑
k=1

ankuk = u, ∀k = 1, 2, · · · .
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If {uk} is a sequence such that limk→+∞ uk = u, then limk→+∞ ankuk = u.

Proof. Please see [92, Theorem 2]. �

Now we are in a position to study the properties of the distance-like function D(x, y).

Proposition 3.8. Given a function φ ∈ Φ, let D(x, y) be defined as in (3.35). Then,

the following hold.

(a) D(x, y) ≥ 0 for any x ∈ int(Kn) and y ∈ Kn, and D(x, y) = 0 if and only if x = y.

(b) For any fixed y ∈ Kn, D(·, y) is continuously differentiable on int(Kn) with

∇xD(x, y) = 2∇(φ′)soc(x) · (x− y). (3.43)

(c) For any fixed y ∈ Kn, the function D(·, y) is convex over int(Kn), and for any fixed

y ∈ int(Kn), D(·, y) is strictly convex over int(Kn).

(d) For any fixed y ∈ int(Kn), the function D(·, y) is essentially smooth.

(e) For any fixed y ∈ Kn, the level sets LD(y, γ) := {x ∈ int(Kn) : D(x, y) ≤ γ} for all

γ ≥ 0 are bounded.

Proof. (a) By Lemma 3.3(c), for any x ∈ int(Kn) and y ∈ Kn, we can rewrite D(x, y) as

D(x, y) = tr[φsoc(y)]− tr[φsoc(x)]− 〈∇tr[φsoc(x)], y − x〉.

Notice that tr[φsoc(x)] is strictly convex on int(Kn) by Lemma 3.3 (d), and henceD(x, y) ≥
0 for any x ∈ int(Kn) and y ∈ Kn, and D(x, y) = 0 if and only if x = y.

(b) By Lemma 3.3(b) and (c), the functions tr[φsoc(x)] and 〈(φ′)soc(x), x〉 are continuously

differentiable on int(Kn). Noting that, for any x ∈ int(Kn) and y ∈ Kn,

D(x, y) = tr[φsoc(y)]− tr[φsoc(x)]− 2〈(φ′)soc(x), y − x〉,

we then have the continuous differentiability of D(·, y) on int(Kn). Furthermore,

∇xD(x, y) = −∇tr[φsoc(x)]− 2∇(φ′)soc(x) · (y − x) + 2(φ′)soc(x)

= −2(φ′)soc(x) + 2∇(φ′)soc(x) · (x− y) + 2(φ′)soc(x)

= 2∇(φ′)soc(x) · (x− y).

(c) By the definition of φz given as in (3.37), D(x, y) can be rewritten as

D(x, y) = tr[(φ′)soc(x) ◦ x− φsoc(x)] + φy(x) + tr[φsoc(y)].

Thus, to prove the (strict) convexity of D(·, y) on int(Kn), it suffices to show that

tr[(φ′)soc(x) ◦ x− φsoc(x)] + φy(x)
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is (strictly) convex on int(Kn). Let ψ : (0,+∞)→ IR be the function defined by

ψ(t) := φ′(t)t− φ(t). (3.44)

Then, the vector-valued function induced by ψ via (1.8) is (φ′)soc(x) ◦ x− φsoc(x), i.e.,

ψsoc(x) = (φ′)soc(x) ◦ x− φsoc(x). (3.45)

From condition (C3) and Lemma 3.3(d), it follows that tr[(φ′)soc(x)◦x−φsoc(x)] is convex

over int(Kn). In addition, by Lemma 3.4(b), φy(x) is convex on int(Kn) if y ∈ Kn, and

it is strictly convex if y ∈ int(Kn). Thus, we get the desired results.

(d) From [131, page 251] and part(a)-(b), to prove that D(·, y) is essentially smooth for

any fixed y ∈ int(Kn), it suffices to show that ‖∇xD(xk, y)‖ → +∞ for any {xk} ⊂
int(Kn) with xk → x ∈ bd(Kn). We next prove the conclusion by the two cases: x1 > 0

and x1 = 0. For the sake of notation, let xk = (xk1, x
k
2) ∈ IR× IRn−1.

Case 1: x1 > 0. In this case, ‖x2‖ = x1 > 0 since x ∈ bd(Kn). Noting that xk → x, we

have xk2 6= 0 for all sufficiently large k. From the gradient formula (3.43),

‖∇xD(xk, y)‖ = ‖2∇(φ′)soc(xk) · (xk − y)‖ ≥
∣∣∣2[∇(φ′)soc(xk) · (xk − y)]1

∣∣∣, (3.46)

where [∇(φ′)soc(xk)·(xk−y)]1 denotes the first element of the vector∇(φ′)soc(xk)·(xk−y).

By the gradient formula (1.28), we can compute that

2[∇(φ′)soc(xk) · (xk − y)]1 = [φ′′(λ2(x
k)) + φ′′(λ1(x

k))](xk1 − y1)

+[φ′′(λ2(x
k))− φ′′(λ1(xk))]

(xk2 − y2)Txk2
‖xk2‖

= φ′′(λ2(x
k))
(
λ2(x

k)− y1 − yT2 xk2/‖xk2‖
)

−φ′′(λ1(xk))
(
y1 − yT2 xk2/‖xk2‖ − λ1(xk)

)
. (3.47)

Therefore,∣∣∣2[∇(φ′)soc(xk) · (xk − y)]1

∣∣∣ ≥ ∣∣φ′′(λ1(xk)) (y1 − yT2 xk2/‖xk2‖ − λ1(xk))∣∣
−
∣∣φ′′(λ2(xk)) (λ2(xk)− y1 − yT2 xk2/‖xk2‖)∣∣

≥
∣∣∣φ′′(λ1(xk))∣∣∣ · (∣∣y1 − yT2 xk2/‖xk2‖∣∣− λ1(xk))
−
∣∣∣φ′′(λ2(xk))∣∣∣ · ∣∣λ2(xk)− y1 − yT2 xk2/‖xk2‖∣∣

≥
∣∣∣φ′′(λ1(xk))∣∣∣ · (λ1(y)− λ1(xk)

)
−
∣∣∣φ′′(λ2(xk))∣∣∣ · ∣∣λ2(xk)− y1 − yT2 xk2/‖xk2‖∣∣ .

Noting that λ1(x
k) → λ1(x) = 0, λ2(x

k) → λ2(x) > 0 and
yT2 x

k
2

‖xk2‖
→ yT2 x2
‖x2‖

as k → ∞,

the second term in the right hand side of last inequality converges to a finite value,
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whereas the first term approaches to ∞ since |φ′′(λ1(xk))| → ∞ by condition (C2) and

λ1(y)− λ1(xk)→ λ1(y) > 0. This implies that as k → +∞,∣∣∣2[∇(φ′)soc(xk) · (xk − y)]1

∣∣∣→∞.
Combining with the inequality (3.46) immediately yields ‖∇xD(xk, y)‖ → ∞.

Case 2: x1 = 0. In this case, we necessarily have that x = 0 since x ∈ Kn. Considering

that xk → x, it then follows that xk2 = 0 or xk2 > 0 for all sufficiently large k. If xk2 = 0

for all sufficiently large k, then from (1.27) we have that

‖∇xD(xk, y)‖ = ‖2φ′′(xk1)(xk − y)‖ ≥ 2|φ′′(xk1)| · |xk1 − y1|.

Since y1 > 0 by y ∈ int(Kn) and xk1 → x1 = 0, applying condition (C2) yields that the

right hand side tends to ∞, and consequently ‖∇xD(xk, y)‖ → +∞ when k →∞.

Next, we consider the case that xk2 > 0 for all sufficiently large k. In this case, the

inequalities (3.46)-(3.47) still hold. By Cauchy-Schwartz Inequality,

λ2(x
k)− y1 − yT2 xk2/‖xk2‖ ≥ λ2(x

k)− y1 − ‖y2‖ = λ2(x
k)− λ2(y),

y1 − yT2 xk2/‖xk2‖ − λ1(xk) ≥ y1 − ‖y2‖ − λ1(xk) = λ1(y)− λ1(xk).

Since λ1(x
k), λ2(x

k) → 0 as k → +∞ and λ1(y), λ2(y) > 0 by y ∈ int(Kn), the last two

inequalities imply that

λ2(x
k)− y1 − yT2 xk2/‖xk2‖ → −λ2(y) < 0,

y1 − yT2 xk2/‖xk2‖ − λ1(xk) → λ1(y) > 0.

On the other hand, by condition (C2), when k →∞,

φ′′(λ2(x
k))→∞, φ′′(λ1(x

k))→∞.

The two sides show that the right hand side of (3.47) approaches to −∞ as k → +∞,

and consequently, 2|[∇(φ′)soc(xk) · (xk − y)]1| → +∞. Thus, from (3.46), it follows that

‖∇xD(xk, y)‖ → ∞ as k →∞.

(e) From the definition of D(x, y), it follows that for any x, y ∈ int(Kn),

D(x, y) = tr[φsoc(y)]− tr[φsoc(x)]− tr[(φ′)soc(x) ◦ y] + tr[(φ′)soc(x) ◦ x]

=
2∑
i=1

φ(λi(y))−
2∑
i=1

φ(λi(x))− tr[(φ′)soc(x) ◦ y] + tr[(φ′)soc(x) ◦ x],(3.48)

where the second equality is from Lemma 3.3(a) and Property 1.1. Since

(φ′)soc(x) ◦ x =
[
φ′(λ1(x))u(1)x + φ′(λ2(x))u(2)x

]
◦
[
λ1(x)u(1)x + λ2(x)u(2)x

]
= φ′(λ1(x))λ1(x)u(1)x + φ′(λ2(x))λ2(x)u(2)x ,
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we have from Lemma 3.3(a) that

tr[(φ′)soc(x) ◦ x] =
2∑
i=1

φ′(λi(x))λi(x).

In addition, by Property 1.1 and Lemma 3.3(a), we have that

tr[(φ′)soc(x) ◦ y] ≤
2∑
i=1

φ′(λi(x))λi(y).

Combining the last two inequalities with (3.48) yields that

D(x, y) ≥
2∑
i=1

[
φ(λi(y))− φ(λi(x))− φ′(λi(x))λi(y) + φ′(λi(x))λi(x)

]
=

2∑
i=1

[
φ(λi(y))− φ(λi(x))− φ′(λi(x))(λi(y)− λi(x))

]
=

2∑
i=1

dB(λi(y), λi(x)),

where dB : IR+ × IR++ → IR is the function defined by

dB(s, t) = φ(s)− φ(t)− φ′(t)(s− t).

This implies that for any fixed y ∈ Kn and γ ≥ 0,

LD(y, γ) ⊆

{
x ∈ int(Kn)

∣∣∣ 2∑
i=1

dB(λi(y), λi(x)) ≤ γ

}
. (3.49)

Note that for any fixed s ≥ 0, the set {t > 0 | dB(s, t) ≤ 0} equals to {s} or ∅, and

hence it is bounded. Thus, from [131, Corollary 8.7.1] and condition (C3), it follows that

the level sets {t > 0 | dB(s, t) ≤ γ} for any fixed s ≥ 0 are bounded. This together with

(3.49) implies that the level sets LD(y, γ) are bounded for all γ ≥ 0. �

Proposition 3.9. Given a function φ ∈ Φ, let D(x, y) be defined as in (3.35). Then,

for all x, y ∈ int(Kn) and z ∈ Kn, we have the following inequality

D(x, z)−D(y, z) ≥ 2〈∇(φ′)soc(y) · (z − y), y − x〉
= 2〈∇(φ′)soc(y) · (y − x), z − y〉. (3.50)

Proof. From the definition of D(x, y) and φz(x) and equality (3.45), it follows that

D(x, z)−D(y, z) = tr[(φ′)soc(x) ◦ x− φsoc(x)] + φz(x)

−tr[(φ′)soc(y) ◦ y − φsoc(y)]− φz(y)

= tr[ψsoc(x)]− tr[ψsoc(y)] + φz(x)− φz(y)

≥ 〈∇tr[ψsoc(y)], x− y〉+ 〈∇φz(y), x− y〉
= 〈2(ψ′)soc(y), x− y〉 − 〈2∇(φ′)soc(y) · z, x− y〉, (3.51)
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where the inequality is due to the convexity of tr[ψsoc(x)] and φz(x) and the last equality

follows from Lemma 3.3(c) and Lemma 3.4(a). From the definition of ψ given as in (3.44),

it is easy to compute that

〈(ψ′)soc(y), x− y〉 = 〈(φ′′)soc(y) ◦ y, x− y〉. (3.52)

In addition, by the gradient formulas in (1.27)-(1.28), we can compute that

∇(φ′)soc(y) · y = (φ′′)soc(y) ◦ y,

which in turn implies that

〈∇(φ′)soc(y) · z, x− y〉
= 〈∇(φ′)soc(y) · (y + z − y), x− y〉
= 〈∇(φ′)soc(y) · y, x− y〉+ 〈∇(φ′)soc(y) · (z − y), x− y〉
= 〈(φ′′)soc(y) ◦ y, x− y〉+ 〈∇(φ′)soc(y) · (z − y), x− y〉.

This, together with (3.52) and (3.51), yields the first inequality in (3.50), whereas the

second inequality follows from the symmetry of the matrix ∇(φ′)soc(y). �

Propositions 3.8-3.9 indicate that D(x, y) possesses some favorable properties similar

to those for dϕ. We will employ these properties to establish the convergence for an

approximate version of the proximal-like algorithm (3.34).

The proximal-like algorithm described as (3.34) for the CSOCP consists of a sequence

of exact minimization. However, in practical computations, it is impossible to obtain the

exact solution of these minimization problems. Therefore, we consider an approximate

version of this algorithm which allows the inexact solution of the subproblems (3.34).

Throughout this section, we make the following assumptions for the CSOCP:

(A1) inf {f(ζ) | ζ ∈ F} := f∗ > −∞ and dom(f) ∩ int(F) 6= ∅.

(A2) The matrix A is of maximal rank m.

Remark 3.4. As remarked in Remark 3.2, Assumption (A1) is elementary for the ex-

istence of the solution of the CSOCP. Assumption (A2) is common in the solution of

the SOCPs, which is clearly satisfied when F = {ζ ∈ IRn | ζ �Kn 0}. Moreover, if we

consider the linear SOCP
min c̄Tx

s.t. Āx = b̄, x ∈ Kn, (3.53)

where Ā ∈ IRm×n with m ≤ n, b̄ ∈ IRm, and c̄ ∈ IRn, the assumption that Ā has full row

rank m is standard. Consequently, its dual problem, given by

max b̄Ty

s.t. c̄− ĀTy �Kn 0,
(3.54)
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satisfies assumption (A2). This shows that we can solve the linear SOCP by applying

the approximate proximal-like algorithm described below to the dual problem (3.54). In

addition, we know that the recession cone of F is given by 0+F = {d ∈ IRm| Ad �Kn 0}.
This implies that assumption (A2) is also satisfied when F is supposed to be bounded,

since its recession cone 0+F now reduces to zero.

For the sake of notation, in the sequel, we denote D : int(F)×F → IR by

D(ζ, ξ) := D(Aζ + b, Aξ + b). (3.55)

From Proposition 3.8, we readily obtain the following properties of D(ζ, ξ).

Proposition 3.10. Let D(ζ, ξ) be defined by (3.55). Then, under Assumption (A2), we

have

(a) D(ζ, ξ) ≥ 0 for any ζ ∈ int(F) and ξ ∈ F , and D(ζ, ξ) = 0 if and only if ζ = ξ;

(b) the function D(·, ξ) for any fixed ξ ∈ F is continuously differentiable on int(F) with

∇ζD(ζ, ξ) = 2AT∇(φ′)soc(Aζ + b)A(ζ − ξ); (3.56)

(c) for any fixed ξ ∈ F , the function D(·, ξ) is convex on int(F), and for any fixed

ξ ∈ int(F), then D(·, ξ) is strictly convex over int(F);

(d) for any fixed ξ ∈ int(F), the function D(·, ξ) is essentially smooth;

(e) for any fixed ξ ∈ F , the level sets L(ξ, γ) =
{
ζ ∈ int(F) : D(ζ, ξ) ≤ γ

}
for all γ ≥ 0

are bounded.

Now we describe an approximate version of the proximal-like algorithm (3.34).

The APM. Given a starting point ζ0 ∈ int(F) and constants εk ≥ 0 and µk > 0,

generate the sequence {ζk} ⊂ int(F) satisfying{
gk ∈ ∂εkf(ζk),

µkg
k +∇ζD(ζk, ζk−1) = 0,

(3.57)

where ∂εf represents the ε-subdifferential of f .

Remark 3.5. The APM can be regarded as an approximate version of the entropy

proximal-like algorithm (3.34) in the following sense. From the relation in (3.57) and

the convexity of D(·, ξ) over int(F) for any fixed ξ ∈ int(F), it follows that for any

u ∈ int(F),

f(u) ≥ f(ζk) + 〈u− ζk, gk〉 − εk
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and

µ−1k D(u, ζk−1) ≥ µ−1k D(ζk, ζk−1) + µ−1k 〈∇ζD(ζk, ζk−1), u− ζk〉.
Adding the last two inequalities and using (3.57) yields

f(u) + µ−1k D(u, ζk−1) ≥ f(ζk) + µkD(ζk, ζk−1)− εk.

This implies that

ζk ∈ εk − argmin
{
f(ζ) + µ−1k D(ζ, ζk−1)

}
, (3.58)

where for a given function F and ε ≥ 0, the notation

ε− argmin F (ζ) :=
{
ζ∗ : F (ζ∗) ≤ inf F (ζ) + ε

}
. (3.59)

In the rest of this section, we focus on the convergence of the APM defined as in (3.57)

under assumptions (A1) and (A2). First, we prove that the APM generates a sequence

{ζk} ⊂ int(F), and consequently the APM is well-defined.

Proposition 3.11. For any ξ ∈ int(F) and µ > 0, we have the following results.

(a) The function F (·) := f(·)+µ−1D(·, ξ) has bounded level sets under assumption (A1).

(b) If, in addition, assumption (A2) holds, then there has a unique ζ̂ ∈ int(F) such that

ζ̂ = argmin
ζ∈int(F)

{
f(ζ) + µ−1D(ζ, ξ)

}
, (3.60)

and moreover, the minimum in the right hand side is attained at ζ̂ satisfying

−2µ−1AT∇(φ′)soc(Aζ̂ + b)A(ζ̂ − ξ) ∈ ∂f(ζ̂). (3.61)

Proof. (a) Fix ξ ∈ int(F) and µ > 0. By assumption (A1) and the nonnegativity

of D(ζ, ξ), to show that F (ζ) has bounded level sets, it suffices to show that for all

ν ≥ f∗, the level sets L(ν) := {ζ ∈ int(F) |F (ζ) ≤ ν} are bounded. Notice that L(ν) ⊆
L(ξ, µ(ν − f∗)) and L(ξ, γ) := {ζ ∈ int(F) | D(ζ, ξ) ≤ γ} are bounded for all γ ≥ 0 by

Proposition 3.10(e). Therefore, the sets L(ν) all ν ≥ f∗ are bounded.

(b) By Proposition 3.10(b), F (ζ) is a closed proper strictly convex function. Hence, if

the minimum exists, it must be unique. From part(a), the minimizer ζ̂ exists, and so it is

unique. Under assumption (A2), using the gradient formula in (3.56) and the optimality

conditions for (3.60) then yields that

0 ∈ ∂f(ζ̂) + 2µ−1AT∇(φ′)soc(Aζ̂ + b)A(ζ̂ − ξ) + ∂δ(ζ̂ | F), (3.62)

where δ(u | F) = 0 if u ∈ F and +∞ otherwise. By Proposition3.10(c) and [131, Theorem

26.1], we have ∂ζD(ζ, ξ) = ∅ for all ζ ∈ bd(F). Hence, the relation in (3.62) implies that

ζ̂ ∈ int(F). On the other hand, from [131, Page 226], we know that

∂δ(u | F) = {v ∈ IRn | v �Kn 0, tr(v ◦ u) = 0} .
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Using Property 1.3, we then obtain ∂δ(ζ̂ | F) = {0}. Thus, the proof is completed. �

Next, we investigate the properties of the sequence {ζk} generated by the APM

defined as in (3.57).

Proposition 3.12. Let {µk} be any sequence of positive numbers and σn =
∑n

k=1 µk.

Let {ζk} be the sequence generated by the APM defined as in (3.57). Then, the following

hold.

(a) µk[f(ζk)− f(ζ)] ≤ D(ζk−1, ζ)−D(ζk, ζ) + µkεk for all ζ ∈ F .

(b) D(ζk, ζ) ≤ D(ζk−1, ζ) + µkεk for all ζ ∈ F subject to f(ζ) ≤ f(ζk).

(c) σn(f(ζn)− f(ζ)) ≤ D(ζ0, ζ)−D(ζn, ζ) +
∑n

k=1 σkεk for all ζ ∈ F .

Proof. (a) For any ζ ∈ F , using the definition of the ε-subdifferential, we have

f(ζ) ≥ f(ζk) + 〈gk, ζ − ζk〉 − εk, (3.63)

where gk ∈ ∂εkf(ζk). However, from (3.57) and (3.56), it follows that

gk = −2µ−1k AT∇(φ′)soc(Aζk + b)A(ζk − ζk−1).

Substituting this gk into (3.63), we then obtain that

µk
[
f(ζk)− f(ζ)

]
≤ 2
〈
AT∇(φ′)soc(Aζk + b)A(ζk − ζk−1), ζ − ζk

〉
+ µkεk.

On the other hand, applying Proposition 3.9 at the points x = Aζk−1 + b, y = Aζk + b

and z = Aζ + b and using the definition of D(ζ, ξ) given by (3.55) yields

D(ζk−1, ζ)−D(ζk, ζ) = 2
〈
AT∇(φ′)soc(Aζk + b)A(ζk − ζk−1), ζ − ζk

〉
.

Combining the last two equations, we immediately obtain the result.

(b) The result follows directly from part (a) for any ζ ∈ F such that f(ζk) ≥ f(ζ).

(c) First, from (3.58), it follows that

ζk ∈ εk − argmin
{
f(ζ) + µ−1k D(ζ, ζk−1)

}
.

This implies that for any ζ ∈ int(F),

f(ζ) + µ−1k D(ζ, ζk−1) ≥ f(ζk) + µ−1k D(ζk, ζk−1)− εk.

Setting ζ = ζk−1 in this inequality and using Proposition 3.10(d) then yields that

f(ζk−1)− f(ζk) ≥ µ−1k D(ζk, ζk−1)− εk ≥ −εk.
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Multiplying the above inequality by σk−1 and summing over k = 1, 2, · · · , n, we get

n∑
k=1

[
σk−1f(ζk−1)− (σk − µk)f(ζk)

]
≥ −

n∑
k=1

σk−1εk,

which, by noting that σk = µk + σk−1 (with σ0 ≡ 0), can be reduced to

σnf(ζn)−
n∑
k=1

µkf(ζk) ≤
n∑
k=1

σk−1εk.

On the other hand, using part (a) and summing over k = 1, 2, · · · , n, we have

−σnf(ζ) +
n∑
k=1

µkf(ζk) ≤ D(ζ0, ζ)−D(ζn, ζ) +
n∑
k=1

µkεk, ∀ζ ∈ F .

Adding the last two inequalities yields

σn(f(ζn)− f(ζ)) ≤ D(ζ0, ζ)−D(ζn, ζ) +
n∑
k=1

(µk + σk−1)εk,

which proves (c) because µk + σk−1 = σk. �

We are now in a position to prove our main convergence result for the APM defined

as in (3.57).

Proposition 3.13. Let {ζk} be the sequence generated by the APM defined as in (3.57)

and σn =
∑n

k=1 µk. Then, under assumptions (A1) and (A2), the following hold.

(a) If σn → +∞ and µ−1k σkεk → 0, then limn→+∞ f(ζn)→ f∗.

(b) If the optimal set X 6= ∅, σn → ∞ and
∑∞

k=1 µkεk < ∞, then the sequence ζk is

bounded and every accumulation point is a solution of the CSOCP.

Proof. (a) From Proposition 3.12(c) and the nonnegativity of D(ζn, ζ), it follows that

f(ζn)− f(ζ) ≤ σ−1n D(ζ0, ζ) + σ−1n

n∑
k=1

σkεk, ∀ζ ∈ F .

Taking the limit σn → +∞ to the two sides of the last inequality, we immediately have

that the first term in the right hand side goes to zero. In addition, applying Lemma 3.6

with ank := σ−1n µk if k ≤ n and ank := 0 otherwise and uk := µ−1k σkεk, we obtain that

the second term in the right hand side

σ−1n

n∑
k=1

σkεk =
∑
k

ankuk → 0
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because σn → +∞ and µ−1k σkεk → 0. Therefore, we have

lim
n→+∞

f(ζn) ≤ f∗.

This, together with the fact that f(ζn) ≥ f∗, implies the desired result.

(b) Suppose that ζ∗ ∈ X . For any k, we have f(ζk) ≥ f(ζ∗). From Proposition 3.12(b),

it then follows that

D(ζk, ζ∗) ≤ D(ζk−1, ζ∗) + µkεk.

Since
∑∞

k=1 µkεk < +∞, using Lemma 3.6 with vk := D(ζk, ζ∗) ≥ 0 and βk := µkεk ≥
0 yields that the sequence {D(ζk, ζ∗)} converges. Thus, by Proposition 3.10(e), the

sequence {ζk} is bounded and consequently has an accumulation point. Without any

loss of generality, let ζ̂ ∈ F be an accumulation point of {ζk}. Then {ζkj} → ζ̂ for some

kj → +∞. Since f is lower semi-continuous, we get f(ζ̂) = lim infkj→∞ f(ζkj). On the

other hand, f(ζkj) → f∗ by part (a). The two sides imply that f(ζ̂) = f∗. Therefore, ζ̂

is a solution of the CSOCP. The proof is thus complete. �

3.3 Interior proximal methods for SOCCP

In this section, we consider the below CSOCP which is slightly different from (3.1):

inf f(x)

s.t. Ax = b, x �K 0,
(3.64)

where f : IRn → IR ∪ {+∞} is a closed proper convex function, A is an m × n matrix

with full row rank m, b is a vector in IRm, x �K 0 means x ∈ K, and K is the Cartesian

product of some second-order cones. In other words,

K = Kn1 ×Kn2 × · · · × Knr

where r, n1, . . . , nr ≥ 1 with n1 + · · ·+ nr = n, and

Kni :=
{

(x1, x2) ∈ IR× IRni−1 |x1 ≥ ‖x2‖
}

with ‖·‖ being the Euclidean norm. When f reduces to a linear function, i.e. f(x) = cTx

for some c ∈ IRn, (3.64) becomes the standard SOCP. Throughout this section, we de-

note by X∗ the optimal set of (3.64), and let V := {x ∈ IRn | Ax = b}. This CSOCP, as

an extension of the standard SOCP, has a wide range of applications from engineering,

control, finance to robust optimization and combinatorial optimization; see [1, 103] and

references therein.

There have proposed various methods for the CSOCP, which include the interior

point methods [2, 110, 146], the smoothing Newton methods [52, 64], the smoothing-

regularization method [72], the semismooth Newton method [87], and the merit function
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method [49]. These methods are all developed by reformulating the KKT optimality

conditions as a system of equations or an unconstrained minimization problem. This

paper will focus on an iterative scheme which is proximal based and handles directly the

CSOCP itself. Specifically, the proximal-type algorithm consists of generating a sequence

{xk} via

xk := argmin
{
λkf(x) +H(x, xk−1) | x ∈ K ∩ V

}
, k = 1, 2, . . . (3.65)

where {λk} is a sequence of positive parameters, and H : IRn × IRn → IR ∪ {+∞} is a

proximal distance with respect to int K (see Def. 3.1) which plays the same role as the

Euclidean distance ‖x − y‖2 in the classical proximal algorithms (see, e.g., [106, 132]),

but possesses certain more desirable properties to force the iterates to stay in K∩V , thus

eliminating the constraints automatically. As will be shown, such proximal distances can

be produced with an appropriate closed proper univariate function.

In the rest of this section, we focus on the case where K = Kn, and all the analysis can

be carried over to the case where K has the direct product structure. Unless otherwise

stated, we make the following minimal assumption for the CSOCP (3.64):

(A1) domf ∩ (V ∩ int(Kn)) 6= ∅ and f∗ := inf{f(x) | x ∈ V ∩ Kn} > −∞.

Definition 3.2. An extended-valued function H : IRn × IRn → IR ∪ {+∞} is called a

proximal distance with respect to int(Kn) if it satisfies the following properties:

(P1) domH(·, ·) = C1 × C2 with int(Kn)× int(Kn) ⊂ C1 × C2 ⊆ Kn ×Kn.

(P2) For each given y ∈ int(Kn), H(·, y) is continuous and strictly convex on C1, and it

is continuously differentiable on int(Kn) with dom∇1H(·, y) = int(Kn).

(P3) H(x, y) ≥ 0 for all x, y ∈ IRn, and H(y, y) = 0 for all y ∈ int(Kn).

(P4) For each fixed y ∈ C2, the sets {x ∈ C1 : H(x, y) ≤ γ} are bounded for all γ ∈ IR.

Definition 3.2 has a little difference from Definition 2.1 of [10] for a proximal distance

w.r.t. int(Kn), since here H(·, y) is required to be strictly convex over C1 for any fixed

y ∈ int(Kn). We denote D(int(Kn)) by the family of functions H satisfying Definition

3.2. With a given H ∈ D(int(Kn)), we have the following basic iterative algorithm for

(3.64).

Interior Proximal Algorithm (IPA). Given H ∈ D(int(Kn)) and x0 ∈ V ∩ int(Kn).

For k = 1, 2, . . . , with λk > 0 and εk ≥ 0, generate a sequence {xk} ⊂ V ∩ int(Kn) with

gk ∈ ∂εkf(xk) via the following iterative scheme:

xk := argmin
{
λkf(x) +H(x, xk−1) | x ∈ V

}
(3.66)
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such that

λkg
k +∇1H(xk, xk−1) = ATuk for some uk ∈ IRm. (3.67)

The following proposition implies that the IPA is well-defined, and moreover, from its

proof we see that the iterative formula (3.66) is equivalent to the iterative scheme (3.65).

When εk > 0 for any k ∈ N (the set of natural numbers), the IPA can be viewed as an

approximate interior proximal method, and it becomes exact if εk = 0 for all k ∈ N.

Proposition 3.14. For any given H ∈ D(int(Kn)) and y ∈ int(Kn), consider the problem

f∗(y, τ) = inf {τf(x) +H(x, y) | x ∈ V} with τ > 0. (3.68)

Then, for each ε ≥ 0, there exist x(y, τ) ∈ V ∩ int(Kn) and g ∈ ∂εf(x(y, τ)) such that

τg +∇1H(x(y, τ), y) = ATu (3.69)

for some u ∈ IRm. Moreover, for such x(y, τ), we have

τf(x(y, τ)) +H(x(y, τ), y) ≤ f∗(y, τ) + ε. (3.70)

Proof. Set F (x, τ) := τf(x)+H(x, y)+δV∩Kn(x), where δV∩Kn(x) is the indicator function

defined on the set V ∩ Kn. Since domH(·, y) = C1 ⊂ Kn, it is clear that

f∗(y, τ) = inf {F (x, τ) | x ∈ IRn} . (3.71)

Since f∗ > −∞, it is easy to verify that for any γ ∈ IR the following relation holds

{x ∈ IRn | F (x, τ) ≤ γ} ⊂ {x ∈ V ∩ Kn | H(x, y) ≤ γ − τf∗}
⊂ {x ∈ C1 | H(x, y) ≤ γ − τf∗} ,

which together with (P4) implies that F (·, τ) has bounded level sets. In addition, by

(P1)-(P3), F (·, τ) is a closed proper and strictly convex function. Hence, the problem

(3.71) has a unique solution, to say x(y, τ). From the optimality conditions of (3.71), we

get

0 ∈ ∂F (x(y, τ)) = τ∂f(x(y, τ)) +∇1H(x(y, τ), y) + ∂δV∩Kn(x(y, τ))

where the equality is due to [131, Theorem 23.8] and domf ∩ (V ∩ int(Kn)) 6= ∅. Notice

that dom ∇1H(·, y) = int(Kn) and dom ∂δV∩Kn(·) = V∩Kn. Therefore, the last equation

implies x(y, τ) ∈ V ∩ int(Kn), and there exists g ∈ ∂f(x(y, τ)) such that

−τg −∇1H(x(y, τ), y) ∈ ∂δV∩Kn(x(y, τ)).

On the other hand, by the definition of δV∩Kn(·), it is not hard to derive that

∂δV∩Kn(x) = Im(AT ), ∀x ∈ V ∩ int(Kn).
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The last two equations imply that (3.69) holds for ε = 0. When ε > 0, (3.69) also holds

for such x(y, τ) and g since ∂f(x(y, τ)) ⊂ ∂εf(x(y, τ)). Finally, since for each y ∈ int(Kn)

the function H(·, y) is strictly convex, and since g ∈ ∂εf(x(y, τ)), we have

τf(x) +H(x, y) ≥ τf(x(y, τ)) +H(x(y, τ), y)

+〈τg +∇1H(x(y, τ), y), x− x(y, τ)〉 − ε
= τf(x(y, τ)) +H(x(y, τ), y) + 〈ATu, x− x(y, τ)〉 − ε
= τf(x(y, τ)) +H(x(y, τ), y)− ε for all x ∈ V ,

where the first equality is from (3.69) and the last one is by x, x(y, τ) ∈ V . Thus,

f∗(y, τ) = inf{τf(x) +H(x, y) | x ∈ V} ≥ τf(x(y, τ)) +H(x(y, τ), y)− ε. �

In the following, we focus on the convergence behaviors of the IPA with H from

several subclasses of D(int(Kn)), which also satisfy one of the following properties.

(P5) For any x, y ∈ int(Kn) and z ∈ C1, H(z, y)−H(z, x) ≥ 〈∇1H(x, y), z − x〉;

(P5’) For any x, y ∈ int(Kn) and z ∈ C2, H(y, z)−H(x, z) ≥ 〈∇1H(x, y), z − x〉.

(P6) For each x ∈ C1, the level sets {y ∈ C2 |H(x, y) ≤ γ} are bounded for all γ ∈ IR.

Specifically, we denote F1(int(Kn)) and F2(int(Kn)) by the family of functions H ∈
D(int(Kn)) satisfying (P5) and (P5’), respectively. If C1 = Kn, we denote F1(Kn) by

the family of functions H ∈ D(int(Kn)) satisfying (P5) and (P6). If C2 = Kn, we write

F2(int(Kn)) as F(Kn). It is easy to see that the class of proximal distance F(int(Kn))

(respectively, F(Kn)) in [10] subsumes the (H,H) with H ∈ F1(int(Kn)) (respectively,

F1(Kn)), but it does not include any (H,H) withH ∈ F2(int(Kn)) (respectively, F2(Kn)).

Proposition 3.15. Let {xk} be the sequence generated by the IPA with H ∈ F1(int(Kn))

or H ∈ F2(int(Kn)). Set σν =
∑ν

k=1 λk. Then, the following results hold.

(a) f(xν)− f(x) ≤ σ−1ν H(x, x0) +σ−1ν
∑ν

k=1 σkεk for any x ∈ V ∩C1 if H ∈ F1(int(Kn));

f(xν)−f(x) ≤ σ−1ν H(x0, x)+σ−1ν
∑ν

k=1 σkεk for any x ∈ V∩C2 if H ∈ F2(int(Kn)).

(b) If σν → +∞ and εk → 0, then lim infν→∞ f(xν) = f∗.

(c) The sequence {f(xk)} converges to f∗ whenever
∑∞

k=1 εk <∞.

(d) If X∗ 6=∅, then {xk} is bounded with all limit points in X∗ under (d1) or (d2) below:

(d1) X∗ is bounded and
∑∞

k=1 εk <∞;

(d2)
∑∞

k=1 λkεk <∞ and H ∈ F1(Kn) (or H ∈ F2(Kn)).
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Proof. The proofs are similar to those of [10, Theorem 4.1]. For completeness, we here

take H ∈ F2(int(Kn)) for example to prove the results.

(a) Since gk ∈ ∂εkf(xk), from the definition of the subdifferential, it follows that

f(x) ≥ f(xk) + 〈gk, x− xk〉 − εk, ∀x ∈ IRn.

This together with equation (3.67) implies that

λk(f(xk)− f(x)) ≤ 〈∇1H(xk, xk−1), x− xk〉+ λkεk, ∀x ∈ V ∩ C2.

Using (P5’) with x = xk, y = xk−1 and z = x ∈ V ∩ C2, it then follows that

λk(f(xk)− f(x)) ≤ H(xk−1, x)−H(xk, x) + λkεk, ∀x ∈ V ∩ C2. (3.72)

Summing over k = 1, 2, . . . , ν in this inequality yields that

−σνf(x) +
ν∑
k=1

λkf(xk) ≤ H(x0, x)−H(xν , x) +
ν∑
k=1

λkεk. (3.73)

On the other hand, setting x = xk−1 in (3.72), we obtain

f(xk)− f(xk−1) ≤ λ−1k
[
H(xk−1, xk−1)−H(xk, xk−1)

]
+ εk ≤ εk. (3.74)

Multiplying the inequality by σk−1 (with σ0 ≡ 0) and summing over k = 1, . . . , ν, we get

ν∑
k=1

σk−1f(xk)−
ν∑
k=1

σk−1f(xk−1) ≤
ν∑
k=1

σk−1εk.

Noting that σk = λk + σk−1 with σ0 ≡ 0, the above inequality can reduce to

σνf(xν)−
ν∑
k=1

λkf(xk) ≤
ν∑
k=1

σk−1εk. (3.75)

Adding the inequalities (3.73) and (3.75) and recalling that σk = λk + σk−1, it follows

that

f(xν)− f(x) ≤ σ−1ν
[
H(x0, x)−H(xν , x)

]
+ σ−1ν

ν∑
k=1

σkεk, ∀x ∈ V ∩ C2,

which immediately implies the desired result due to the nonnegativity of H(xν , x).

(b) If σν → +∞ and εk → 0, then applying Lemma 2.2(ii) of [10] with ak = εk and

bν := σ−1ν
∑ν

k=1 λkεk yields σ−1ν
∑ν

k=1 λkεk → 0. From part(a), it then follows that

lim inf
ν→∞

f(xν) ≤ inf {f(x) | x ∈ V ∩ int(Kn)} .
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This together with f(xν) ≥ inf {f(x) | x ∈ V ∩ Kn} implies that

lim inf
ν→∞

f(xν) = inf {f(x) | x ∈ V ∩ int(Kn)} = f∗.

(c) From (3.74), 0 ≤ f(xk)−f∗ ≤ f(xk−1)−f∗+εk. Using Lemma 2.1 of [10] with γk ≡ 0

and vk = f(xk)− f∗, we have that {f(xk)} converges to f∗ whenever
∑∞

k=1 εk <∞.

(d) If the condition (d1) holds, then the sets {x ∈ V ∩Kn | f(x) ≤ γ} are bounded for all

γ ∈ IR, since f is closed proper convex and X∗ = {x ∈ V ∩ Kn | f(x) ≤ f∗}. Note that

(3.74) implies {xk} ⊂ {x ∈ V ∩Kn | f(x) ≤ f(x0) +
∑k

j=1 εj}. Along with
∑∞

k=1 εk <∞,

clearly, {xk} is bounded. Since {f(xk)} converges to f∗ and f is l.s.c., passing to the

limit and recalling that {xk} ⊂ V ∩ Kn yields that each accumulation point of {xk} is a

solution of (3.64).

Suppose that the condition (d2) holds. If H ∈ F2(Kn), then inequality (3.72) holds for

each x ∈ V ∩ Kn, and particularly for x∗ ∈ X∗. Consequently,

H(xk, x∗) ≤ H(xk−1, x∗) + λkεk ∀x∗ ∈ X∗. (3.76)

Summing over k = 1, 2, . . . , ν for the last inequality, we obtain

H(xν , x∗) ≤ H(x0, x∗) +
ν∑
k=1

λkεk.

This, by (P4) and
∑∞

k=1 λkεk < ∞, implies that {xk} is bounded, and hence has an

accumulation point. Without loss of generality, let x̂ ∈ Kn be an accumulation point of

{xk}. Then there exists a subsequence {xkj} such that xkj → x̂ as j → +∞. From the

lower semicontinuity of f and part(c), we get f(x̂) ≤ limj→+∞ f(xkj) = f∗, which means

that x̂ is a solution of (3.64). If H ∈ F1(Kn), then the last inequality becomes

H(x∗, x
ν) ≤ H(x∗, x

0) +
ν∑
k=1

λkεk.

By (P6) and
∑∞

k=1 λkεk < ∞, we also have that {xk} is bounded, and hence has an

accumulation point. Using the same arguments as above, we get the desired result. �

An immediate byproduct of the above analysis yields the following global rate of

convergence estimate for the IPA with H ∈ F1(Kn) or H ∈ F2(Kn).

Proposition 3.16. Let {xk} be the sequence given by the IPA with H ∈ F1(Kn) or

F2(Kn). If X∗ 6= ∅ and
∑∞

k=1 εk <∞, then f(xν)− f∗ = O(σ−1ν ).

Proof. The result is direct by setting x = x∗ for some x∗ ∈ X∗ in the inequalities of

Proposition 3.15(a), and noting that 0 < σk
σν
≤ 1 for all k = 1, 2, · · · , ν. �
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To establish the global convergence of {xk} to an optimal solution of (3.64), we need

to make further assumptions on X∗ or the proximal distances in F1(Kn) and F2(Kn).

We denote F̂1(Kn) by the family of functions H ∈ F1(Kn) satisfying (P7)-(P8) below,

F̂2(Kn) by the family of functions H ∈ F2(Kn) satisfying (P7’)–(P8’) below, and F̄(Kn)

by the family of functions H ∈ F2(Kn) satisfying (P7’)-(P9’) below:

(P7) For any {yk} ⊆ int(Kn) converging to y∗ ∈ Kn, we have H(y∗, yk)→ 0;

(P8) For any bounded sequence {yk} ⊆ int(Kn) and any y∗ ∈ Kn with H(y∗, yk) → 0,

there holds that λi(y
k)→ λi(y

∗) for i = 1, 2;

(P7’) For any {yk} ⊆ int(Kn) converging to y∗ ∈ Kn, we have H(yk, y∗)→ 0;

(P8’) For any bounded sequence {yk} ⊆ int(Kn) and any y∗ ∈ Kn with H(yk, y∗)→ 0,

there holds that λi(y
k)→ λi(y

∗) for i = 1, 2;

(P9’) For any bounded sequence {yk} ⊆ int(Kn) and any y∗ ∈ Kn with H(yk, y∗)→ 0,

there holds that yk → y∗.

It is easy to see that all previous subclasses of D(int(Kn)) have the following relations:

F̂1(Kn) ⊆ F1(Kn) ⊆ F1(int(Kn)), F̄2(Kn) ⊆ F̂2(Kn) ⊆ F2(Kn) ⊆ F2(int(Kn)).

Proposition 3.17. Let {xk} be generated by the IPA with H ∈ F1(int(Kn)) or F2(int(Kn)).

Suppose that X∗ is nonempty,
∑∞

k=1 λkεk <∞ and
∑∞

k=1 εk <∞.

(a) If X∗ is a single point set, then {xk} converges to an optimal solution of (3.64).

(b) If X∗ at least includes two elements and for any x∗ = (x∗1, x
∗
2), x̄

∗ = (x̄∗1, x̄
∗
2) ∈ X∗

with x∗ 6= x̄∗, it holds that x∗1 6= x̄∗1 or ‖x∗2‖ 6= ‖x̄∗2‖, then {xk} converges to an

optimal solution of (3.64) whenever H ∈ F̂1(Kn) (or H ∈ F̂2(Kn)).

(c) If H ∈ F̄2(Kn), then {xk} converges to an optimal solution of (3.64).

Proof. Part (a) is direct by Proposition 3.15(d1). We next consider part (b). Assume

that H ∈ F̂2(Kn). Since
∑∞

k=1 λkεk < ∞, from (3.76) and Lemma 2.1 of [10], it follows

that the sequence {H(xk, x)} is convergent for any x ∈ X∗. Let x̄ be the limit of

a subsequence {xkl}. By Proposition 3.15(d2), x̄ ∈ X∗. Consequently, {H(xk, x̄)} is

convergent. By (P7’), H(xkl , x̄)→ 0, and so H(xk, x̄)→ 0. Along with (P8’), λi(x
k)→

λi(x̄) for i = 1, 2, i.e.,

xk1 − ‖xk2‖ → x̄1 − ‖x̄2‖ and xk1 + ‖xk2‖ → x̄1 + ‖x̄2‖ as k →∞.

This implies that xk1 → x̄1 and ‖xk2‖ → ‖x̄2‖. Together with the given assumption for

X∗, we have that xk → x̄. Suppose that H ∈ F̂1(Kn). The inequality (3.76) becomes

H(x∗, x
k) ≤ H(x∗, x

k−1) + λkεk, ∀x∗ ∈ X∗,
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and using (P7)-(P8) and the same arguments as above then yields the result. Part(c) is

direct by the arguments above and the property (P9’). �

When all points in the nonempty X∗ lie on the boundary of Kn, we must have x∗1 6= x̄∗1
or ‖x∗2‖ 6= ‖x̄∗2‖ for any x∗ = (x∗1, x

∗
2), x̄

∗ = (x̄∗1, x̄
∗
2) ∈ X∗ with x∗ 6= x̄∗, and the assump-

tion for X∗ in (b) is automatically satisfied. Since the solutions of (3.64) are generally on

the boundary of Kn, the assumption for X∗ in Proposition 3.17(b) is much weaker than

the one in Proposition 3.17(a).

Up to now, we have studied two types of convergence results for the IPA by the class

in which the proximal distance H lies. Proposition 3.15 and Proposition 3.16 show that

the largest, and less demanding, classes F1(int(Kn)) and F2(int(Kn)) provide reasonable

convergence properties for the IPA under minimal assumptions on the problem’s data.

This coincides with interior proximal methods for convex programming over nonnegative

orthant cones; see [10]. The smallest subclass F̄2(Kn) of F2(int(Kn)) guarantees that

{xk} converges to an optimal solution provided that X∗ is nonempty. The smaller class

F̂2(Kn) may guarantee the global convergence of the sequence {xk} to an optimal solution

under an additional assumption except the nonempty of X∗. Moreover, we will illustrate

that there are indeed examples for the class F̄2(Kn). For the smallest subclass F̂1(Kn)

of F1(int(Kn)), the analysis shows that it seems hard to find an example, although it

guarantees the convergence of {xk} to an optimal solution by Proposition 3.17(b).

Next, we provide three kinds of ways to construct a proximal distance w.r.t. int(Kn)

and analyze their own advantages and disadvantages. All of these ways exploit a l.s.c.

(lower semi-continuous) proper univariate function to produce such a proximal distance.

In addition, with such a proximal distance and the Euclidean distance, we obtain the

regularized ones.

The first way produces the proximal distances for the class F1(int(Kn)). This way is

based on the compound of a univariate function φ and the determinant function det(·),
where φ : IR→ IR ∪ {+∞} is a l.s.c. proper function satisfying the following conditions:

(B1) domφ ⊆ [0,+∞), int(domφ) = (0,+∞), and φ is continuous on its domain;

(B2) for any t1, t2 ∈ domφ, there holds that

φ(tr1t
1−r
2 ) ≤ rφ(t1) + (1− r)φ(t2), ∀r ∈ [0, 1]; (3.77)

(B3) φ is continuously differentiable on int(domφ) with dom(φ′) = (0,∞);

(B4) φ′(t) < 0 for all t ∈ (0,∞), limt→0+ φ(t) = +∞, and limt→+∞ t
−1φ(t2) ≥ 0.

With such a univariate φ, we define the function H : IRn× IRn → IR∪{+∞} as in (3.15)

H(x, y) :=

{
φ(det(x))− φ(det(y))− 〈∇φ(det(y)), x− y〉, ∀x, y ∈ int(Kn);

∞. otherwise.
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By the conditions (B1)-(B4), we may prove that H has the following properties.

Proposition 3.18. Let H be defined as in (3.15) with φ satisfying (B1)–(B4). Then,

the following hold.

(a) For any fixed y ∈ int(Kn), H(·, y) is strictly convex over int(Kn).

(b) For any fixed y ∈ int(Kn), H(·, y) is continuously differentiable on int(Kn) with

∇1H(x, y) = 2φ′(det(x))

[
x1
−x2

]
− 2φ′(det(y))

[
y1
−y2

]
(3.78)

for all x ∈ int(Kn), where x = (x1, x2), y = (y1, y2) ∈ IR× IRn−1.

(c) H(x, y) ≥ 0 for all x, y ∈ IRn, and H(y, y) = 0 for all y ∈ int(Kn).

(d) For any y ∈ int(Kn), the sets {x ∈ int(Kn) |H(x, y) ≤ γ} are bounded for all γ ∈ IR.

(e) For any x, y ∈ int(Kn) and z ∈ int(Kn), the following three point identity holds

H(z, y) = H(z, x) +H(x, y) + 〈∇1H(x, y), z − x〉.

Proof. (a) It suffices to prove φ(det(x)) is strictly convex on int(Kn). By Proposition

1.8(a), there has

det(αx+ (1− α)z) > (det(x))α(det(z))1−α, ∀α ∈ (0, 1),

for all x, z ∈ int(Kn) and x 6= z. Since φ′(t) < 0 for all t ∈ (0,+∞), we have that φ is

decreasing on (0,+∞). This, together with the condition (B2), yields that

φ [det(αx+ (1− α)z)] < φ
[
(det(x))α(det(z))1−α

]
≤ αφ[det(x)] + (1− α)φ[det(z)], ∀α ∈ (0, 1)

for any x, z ∈ int(Kn) and x 6= z. This means that φ(det(x)) is strictly convex on int(Kn).

(b) Since det(x) is continuously differentiable on IRn and φ is continuously differentiable

on (0,+∞), we have that φ(det(x)) is continuously differentiable on int(Kn). This means

that for any fixed y ∈ int(Kn), H(·, y) is continuously differentiable on int(Kn). By a

simple computation, we immediately obtain the formula in (3.78).

(c) Since φ(det(x)) is strictly convex and continuously differentiable on int(Kn), we have

φ(det(x)) > φ(det(y))− 〈∇φ(det(y)), x− y〉,

for any x, y ∈ int(Kn) with x 6= y. This implies that H(y, y) = 0 for all y ∈ int(Kn). In

addition, from the inequality and the continuity of φ on its domain, it follows that

φ(det(x)) ≥ φ(det(y))− 〈∇φ(det(y)), x− y〉
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for any x, y ∈ int(Kn). By the definition of H, we have H(x, y) ≥ 0 for all x, y ∈ IRn.

(d) Let {xk} ⊂ int(Kn) be a sequence with ‖xk‖ → ∞. For any fixed y = (y1, y2) ∈
int(Kn), we next prove that the sequence {H(xk, y)} is unbounded by three cases, and

then the desired result follows. For convenience, we write xk = (xk1, x
k
2) for each k.

Case 1: the sequence {det(xk)} has a zero limit point. Without loss of generality, we

assume that det(xk)→ 0 as k →∞. Together with limt→0+ φ(t) = +∞, it readily follows

that limk→∞ φ(det(xk))→ +∞. In addition, for each k we have that

〈∇φ(det(y)), xk〉 = 2φ′(det(y))(xk1y1 − (xk2)Ty2)

≤ 2φ′(det(y))y1(x
k
1 − ‖xk2‖) ≤ 0, (3.79)

where the inequality is true by using φ′(t) < 0 for all t > 0, the Cauchy-Schwartz

Inequality, and y ∈ int(Kn). Now from (3.15), it then follows that limk→∞H(xk, y) =

+∞.

Case 2: the sequence {det(xk)} is unbounded. Noting that det(xk) > 0 for each k, we

must have det(xk)→ +∞ as k →∞. Since φ is decreasing on its domain, we have that

φ(det(xk))

‖xk‖
=

√
2φ(λ1(x

k)λ2(x
k))√

(λ1(xk))2 + (λ2(xk))2
≥ φ[(λ2(x

k))2]

λ2(xk)
.

Note that λ2(x
k)→∞ in this case, and from the last equation and (B4) it follows that

lim
k→∞

φ(det(xk))

‖xk‖
≥ lim

k→∞

φ[(λ2(x
k))2]

λ2(xk)
≥ 0.

In addition, since { xk

‖xk‖} is bounded, we without loss of generality assume that

xk

‖xk‖
→ x̂ = (x̂1, x̂2) ∈ IR× IRn−1.

Then, x̂ ∈ Kn, ‖x̂‖ = 1, and x̂1 > 0 (if not, x̂ = 0), and hence

lim
k→∞

〈
∇φ(det(y)),

xk

‖xk‖

〉
= 〈∇φ(det(y)), x̂〉

= 2φ′(det(y))(x̂1y1 − x̂T2 y2)
≤ 2φ′(det(y))x̂1(y1 − ‖y2‖)
< 0.

The two sides show that limk→∞
H(xk,y)
‖xk‖ > 0, and consequently limk→∞H(xk, y) = +∞.

Case 3: the sequence {det(xk)} has some limit point ω with 0 < ω < +∞. Without loss

of generality, we assume that det(xk) → ω as k → ∞. Since {xk} is unbounded and

{xk} ⊂ int(Kn), we must have xk1 → +∞. In addition, by (3.79) and φ′(t) < 0 for t > 0,

−〈∇φ(det(y)), xk〉 ≥ −2φ′(det(y))(xk1y1 − ‖xk2‖‖y2‖) ≥ −2φ′(det(y))xk1(y1 − ‖y2‖).



3.3. INTERIOR PROXIMAL METHODS FOR SOCCP 141

This along with y ∈ int(Kn) implies that −〈∇φ(det(y)), xk〉 → +∞ as k → ∞. Noting

that φ(det(xk)) is bounded, from (3.15) it follows that limk→∞H(xk, y)→ +∞.

(e) For any x, y ∈ int(Kn) and z ∈ int(Kn), from the definition of H it follows that

H(z, y)−H(z, x)−H(x, y) = 〈∇φ(det(x))−∇φ(det(y)), z − x〉
= 〈∇1H(x, y), z − x〉,

where the last equality is by part (b). The proof is thus complete. �

Proposition 3.18 shows that the function H defined by (3.15) with φ satisfying (B1)–

(B4) is a proximal distance w.r.t. int(Kn) and dom H = int(Kn) × int(Kn). Also,

H ∈ F1(int(Kn)). The conditions (B1) and (B3)-(B4) are easy to check, whereas by

Lemma 2.2 of [124] we have the following important characterizations for the condition

(B2).

Lemma 3.7. A function φ : (0,∞)→ IR satisfies (B2) if and only if one of the following

conditions holds:

(a) the function φ(exp(·)) is convex on IR;

(b) φ(t1t2) ≤
1

2

(
φ(t21) + φ(t22)

)
for any t1, t2 > 0;

(c) φ′(t) + tφ′′(t) ≥ 0 if φ is twice differentiable.

Proof. Please see [124, Lemma 2.2] a proof. �

Example 3.8. Let φ : (0,∞)→ IR be φ(t) =

{
− ln t, if t > 0,

∞, otherwise.

Solution. It is easy to verify that φ satisfies (B1)-(B4). By formula (3.15), the induced

proximal distance is

H(x, y) :=

 − ln
det(x)

det(y)
+

2xTJny

det(y)
− 2, ∀x, y ∈ int(Kn),

∞, otherwise,

where Jn is a diagonal matrix with the first entry being 1 and the rest (n − 1) entries

being −1. This is exactly the proximal distance given by [10]. Since H ∈ F1(int(Kn)),

we have the results of Proposition 3.15(a)-(d1) if the proximal distance is used for the

IPA. �

Example 3.9. Take φ(t) = t1−q/(q −1) (q > 1) if t > 0, and otherwise φ(t) =∞.
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Solution. It is not hard to check that φ satisfies (B1)-(B4). By (3.15), we compute that

H(x, y) :=


(det(x))1−q − (det(y))1−q

q − 1
+

2xTJny

(det(y))q
− (det(y))1−q, ∀x, y ∈ int(Kn),

∞, otherwise,

where Jn is the diagonal matrix same as Example 4.1. Since H ∈ F(int(Kn)), when using

the proximal distance for the IPA, the results of Proposition 3.15(a)-(d1) hold. �

We should emphasize that using the first way can not produce the proximal distances

of the class F1(Kn), and so F̂1(Kn), since the condition limt→0+ φ(t) = +∞ is necessary

to guarantee that H has the property (P4), but it implies that the domain of H(·, y)

for any y ∈ int(Kn) can not be continuously extended to Kn. Thus, when choosing such

proximal distances for the IPA, we can not apply Proposition 3.15(d2) and Proposition

3.17.

The other two ways are both based on the compound of the trace function tr(·) and

a vector-valued function induced by a univariate φ via (1.8). For convenience, in the

sequel, for any l.s.c. proper function φ : IR→ IR∪{∞}, we write d : IR× IR→ IR∪{∞}
as

d(s, t) :=

{
φ(s)− φ(t)− φ′(t)(s− t), if s ∈ domφ, t ∈ domφ′.

∞, otherwise.
(3.80)

The second way also produces the proximal distances for the class F1(int(Kn)), which

requires φ : IR→ IR ∪ {∞} to be a l.s.c. proper function satisfying the conditions:

(C1) domφ ⊆ [0,+∞) and int(domφ) = (0,∞);

(C2) φ is continuous and strictly convex on its domain;

(C3) φ is continuously differentiable on int(domφ) with dom(φ′) = (0,∞);

(C4) for any fixed t > 0, the sets {s ∈ domφ | d(s, t) ≤ γ} are bounded with all γ ∈ IR;

for any fixed s ∈ domφ, the sets {t > 0 | d(s, t) ≤ γ} are bounded with all γ ∈ IR.

Let φsoc be the vector-valued function induced by φ via (1.8) and write dom(φsoc) = C1.
Clearly, C1 ⊆ Kn and intC1 = int(Kn). Define the function H : IRn × IRn → IR ∪ {∞} by

H(x, y) :=

{
tr(φsoc(x))− tr(φsoc(y))− 〈∇tr(φsoc(y)), x− y〉, ∀x ∈ C1, y ∈ int(Kn).

∞, otherwise.
(3.81)

Using Property 1.1, Proposition 1.2, Lemma 3.3, the conditions (C1)-(C4), and similar

arguments to [117, Proposition 3.1] (also see Section 3.1), it is not difficult to argue that

H has the following favorable properties.
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Proposition 3.19. Let H be defined by (3.81) with φ satisfying (C1)-(C4). Then, the

following hold.

(a) For any fixed y ∈ int(Kn), H(·, y) is continuous and strictly convex on C1.

(b) For any fixed y ∈ int(Kn), H(·, y) is continuously differentiable on int(Kn) with

∇1H(x, y) = ∇tr(φsoc(x))−∇tr(φsoc(y)) = 2 [(φ′)soc(x)− (φ′)soc(y)] .

(c) H(x, y) ≥ 0 for all x, y ∈ IRn, and H(y, y) = 0 for any y ∈ int(Kn).

(d) H(x, y) ≥
∑2

i=1 d(λi(x), λi(y)) ≥ 0 for any x ∈ C1 and y ∈ int(Kn).

(e) For any fixed y∈ int(Kn), the sets {x ∈ C1 |H(x, y) ≤ γ} are bounded for all γ ∈ IR;

for any fixed x ∈ C1, the sets {y ∈ int(Kn) |H(x, y) ≤ γ} are bounded for all γ ∈ IR.

(f) For any x, y ∈ int(Kn) and z ∈ C1, the following three point identity holds:

H(z, y) = H(z, x) +H(x, y) + 〈∇1H(x, y), z − x〉.

Proposition 3.19 shows that the function H defined by (3.81) with φ satisfying (C1)-

(C4) is a proximal distance w.r.t. int(Kn) with dom H = C1× int(Kn), and furthermore,

such proximal distances belong to the class F1(int(Kn)). In particular, when domφ =

[0,∞), they also belong to the class F1(Kn). We next present some specific examples.

Example 3.10. Take φ(t) = t ln t − t if t ≥ 0, and otherwise φ(t) = ∞, where we

stipulate 0 ln 0 = 0.

Solution. It is easy to verify that φ satisfies (C1)-(C4) with domφ = [0,∞). By formulas

(1.8) and (3.81), we compute that H has the following expression:

H(x, y) =

{
tr(x ◦ lnx− x ◦ ln y + y − x), ∀x ∈ Kn, y ∈ int(Kn),

∞, otherwise.

�

Example 3.11. Take φ(t) = tp − tq if t ≥ 0, and otherwise φ(t) =∞, where p ≥ 1 and

0 < q < 1.

Solution. We can show that φ satisfies the conditions (C1)-(C4) with dom(φ) = [0,∞).

When p = 1 and q = 1/2, from formulas (1.8) and (3.81), we derive that

H(x, y) =

 tr

[
y

1
2 − x 1

2 +
(tr(y

1
2 )e− y 1

2 ) ◦ (x− y)

2
√

det(y)

]
, ∀x ∈ Kn, y ∈ int(Kn),

∞, otherwise.

�
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Example 3.12. Take φ(t) = −tq if t ≥ 0, and otherwise φ(t) =∞, where 0 < q < 1.

Solution. We can show that φ satisfies the conditions (C1)-(C4) with domφ = [0,∞).

Now

H(x, y) =

{
(1− q)tr(yq)− tr(xq) + tr(qyq−1 ◦ x), ∀x ∈ Kn, y ∈ int(Kn).,

∞, otherwise.

�

Example 3.13. Take φ(t) = − ln t+ t− 1 if t > 0, and otherwise φ(t) =∞.

Solution. It is easy to check that φ satisfies (C1)-(C4) with domφ = (0,∞). The induced

proximal distance is

H(x, y) =

{
tr(ln y)− tr(lnx) + 2〈y−1, x〉 − 2, ∀x, y ∈ int(Kn),

∞, otherwise.

By a simple computation, we have that the proximal distance is same as the one given

by Example 3.4, and the one induced by φ(t) = − ln t (t > 0) via formula (3.81). �

Clearly, the proximal distances in Examples 3.11-3.13 belong to the class F1(Kn).

Also, by Proposition 3.20 below, the proximal distances in Examples 3.14–3.15 also satisfy

(P8) since the corresponding φ also satisfies the following condition (C5):

(C5) For any bounded sequence {ak} ⊂ int(domφ) and a ∈ domφ such that lim
k→∞

d(a, ak)

= 0, there holds that a = limk→∞ a
k, where d is defined as in (3.80).

Proposition 3.20. Let H be defined as in (3.81) with φ satisfying (C1)-(C5) and

dom(φ) = [0,∞). Then, for any bounded sequence {yk} ⊆ int(Kn) and y∗∈ Kn such that

H(y∗, yk) → 0, we have λi(y
k)→ λi(y

∗) for i = 1, 2.

Proof. From Proposition 3.19(d) and the nonnegativity of d, for each k we have

H(y∗, yk) ≥ d(λi(y
∗), λi(y

k)) ≥ 0, i = 1, 2.

This, together with the given assumption H(y∗, yk)→ 0, implies that

d(λi(y
∗), λi(y

k))→ 0, i = 1, 2.

Notice that {λi(yk)} ⊂ int(domφ) and λi(y
∗) ∈ Kn for i = 1, 2 by Property 1.1(c). From

the condition (C5), we immediately obtain λi(y
k)→ λi(y

∗) for i = 1, 2. �

Nevertheless, we should point out that the proximal distance H given by (3.81) with

φ satisfying (C1)-(C4) and domφ = [0,∞) generally does not have the property (P7),

even if φ satisfies the condition (C6) below. This fact will be illustrated by Example

3.14.
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(C6) For any {ak} ⊂ (0,+∞) converging to a ∈ [0,∞), limk→∞ d(a∗, ak)→ 0.

Example 3.14. Let H be the proximal distance induced by the entropy function φ in

Example 3.10.

Solution. It is easy to verify that φ satisfies the conditions (C1)-(C6). Here we shall

present a sequence {yk} ⊂ int(K3) which converges to y∗ ∈ K3, but H(y∗, yk)→∞. Let

yk =


√

2(1 + e−k3)√
1 + k−1 − e−k3√
1− k−1 + e−k3

 ∈ int(K3) and y∗ =


√

2

1

1

 ∈ K3.

By the expression of H(y∗, yk), i.e., H(y∗, yk) = tr(y∗ ◦ ln y∗)− tr(y∗ ◦ ln yk) + tr(yk− y∗),
it suffices to prove that limk→∞−tr(y∗ ◦ ln yk) = ∞ since limk→∞ tr(yk − y∗) = 0 and

tr(y∗ ◦ ln y∗) = λ2(y
∗) ln(λ2(y

∗)) <∞. By the definition of ln yk, we have

tr(y∗ ◦ ln yk) = ln(λ1(y
k))
(
y∗1 − (y∗2)T ȳk2

)
+ ln(λ2(y

k))
(
y∗1 + (y∗2)T ȳk2

)
(3.82)

for y∗ = (y∗1, y
∗
2), yk = (yk1 , y

k
2) ∈ IR× IR2 with ȳk2 = yk2/‖yk2‖. By computing,

ln(λ1(y
k)) = ln

√
2− ln

(
1 +

√
1 + e−k3

)
− k3,

y∗1 − (y∗2)T ȳk2 =
1

‖yk2‖

(
−k−1 + e−k

3

1 +
√

1 + k−1 − e−k3
+

k−1 − e−k3

1 +
√

1− k−1 + e−k3

)
.

The last two equalities imply that limk→∞ ln(λ1(y
k))
(
y∗1 − (y∗2)T ȳk2

)
= −∞. In addition,

by noting that yk2 6= 0 for each k, we compute that

lim
k→∞

ln(λ2(y
k))
(
y∗1 − (y∗2)T ȳk2

)
= ln(λ2(y

k))

(
y∗1 + (y∗2)T

y∗2
‖y∗2‖

)
= λ2(y

∗) ln(λ2(y
∗)).

From the last two equations, we immediately have limk→∞−tr(y∗ ◦ ln yk) =∞. �

Thus, when the proximal distance in the IPA is chosen as the one given by (3.81)

with φ satisfying (C1)-(C6) and dom(φ) = [0,∞), Proposition 3.17(b) may not apply, i.e.

the global convergence to an optimal solution may not be guaranteed. This is different

from interior proximal methods for convex programming over nonnegative orthant cones

by noting that φ is now a univariate Bregman function. Similarly, it seems hard to find

examples for the class F+(Kn) in [10] so that Theorem 2.2 therein can apply for since it

also requires (P7).

The third way will produce the proximal distances for the class F2(int(Kn)), which

needs a l.s.c. proper function φ : IR→ IR ∪ {∞} satisfying the following conditions:

(D1) φ is strictly convex and continuous on domφ, and φ is continuously differentiable

on a subset of domφ, where dom(φ′) ⊆ dom(φ) ⊆ [0,∞) and int(domφ′) = (0,∞);
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(D2) φ is twice continuously differentiable on int(domφ) and limt→0+ φ
′′(t) =∞;

(D3) φ′(t)t− φ(t) is convex on dom(φ′), and φ′ is strictly concave on dom(φ′);

(D4) φ′ is SOC-concave on dom(φ′).

With such a univariate φ, we define the proximal distance H : IRn × IRn → IR∪ {∞} by

H(x, y) :=

{
tr(φsoc(y))− tr(φsoc(x))− 〈∇tr(φsoc(x)), y − x〉, ∀x ∈ C1, y ∈ C2,

∞, otherwise.
(3.83)

where C1 and C2 are the domain of φsoc and (φ′)soc, respectively. By the relation between

dom(φ) and dom(φ′), obviously, C2 ⊆ C1 ⊆ Kn and intC1 = intC2 = int(Kn).

Lemma 3.8. Let φ : IR → IR ∪ {∞} be a l.s.c. proper function satisfying (D1)-(D4).

Then, the following hold.

(a) tr [(φ′)soc(x) ◦ x− φsoc(x)] is convex in C1 and continuously differentiable on intC1.

(b) For any fixed y ∈ IRn, 〈(φ′)soc(x), y〉 is continuously differentiable on intC1, and

moreover, it is strictly concave over C1 whenever y ∈ int(Kn).

Proof. (a) Let ψ(t) := φ′(t)t−φ(t). Then, by (D2) and (D3), ψ(t) is convex on domφ′ and

continuously differentiable on int(domφ′) = (0,+∞). Since tr [(φ′)soc(x) ◦ x− φsoc(x)] =

tr[ψsoc(x)], using Lemma 3.3(b) and (c) immediately yields part(a).

(b) From (D2) and Lemma 3.3(a), (φ′)soc(·) is continuously differentiable on int C1. This

implies that 〈y, (φ′)soc(x)〉 for any fixed y is continuously differentiable on intC1. We next

show that it is also strictly concave in C1 whenever y ∈ int(Kn). Note that tr[(φ′)soc(·)]
is strictly concave on C1 since φ′ is strictly concave on dom(φ′). Consequently,

tr[(φ′)soc(βx+ (1− β)z)] > βtr[(φ′)soc(x)] + (1− β)tr[(φ′)soc(z)], ∀0 < β < 1

for any x, z ∈ C1 and x 6= z. This implies that

(φ′)soc(βx+ (1− β)z)− β(φ′)soc(x)− (1− β)(φ′)soc(z) 6= 0.

In addition, since φ′ is SOC-concave on domφ′, it follows that

(φ′)soc[βx+ (1− β)z]− β(φ′)soc(x)− (1− β)(φ′)soc(z) �Kn 0.

Thus, for any fixed y ∈ int(Kn), the last two equations imply that

〈y, (φ′)soc[βx+ (1− β)z]− β(φ′)soc(x)− (1− β)(φ′)soc(z)〉 > 0.

This shows that 〈y, (φ′)soc(x)〉 for any fixed y ∈ int(Kn) is strictly convex on C1. �

Using the conditions (D1)-(D4) and Lemma 3.8, and following the same arguments

as [117, Propositions 4.1 and 4.2], we may prove the following proposition.
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Proposition 3.21. Let H be defined as in (3.83) with φ satisfying (D1)-(D4). Then,

the following hold.

(a) H(x, y) ≥ 0 for any x, y ∈ IRn, and H(y, y) = 0 for any y ∈ int(Kn).

(b) For any fixed y ∈ C2, H(·, y) is continuous in C1, and it is strictly convex on C1
whenever y ∈ int(Kn).

(c) For any fixed y ∈ C2, H(·, y) is continuously differentiable on int(Kn) with

∇1H(x, y) = 2∇(φ′)soc(x)(x− y).

Moreover, dom∇1H(·, y) = int(Kn) whenever y ∈ int(Kn).

(d) H(x, y) ≥
∑2

i=1 d(λi(y), λi(x)) ≥ 0 for any x ∈ C1 and y ∈ C2.

(e) For any fixed y ∈ C2, the sets {x ∈ C1 |H(x, y) ≤ γ} are bounded for all γ ∈ IR.

(f) For all x, y ∈ int(Kn) and z ∈ C2, H(x, z)−H(y, z) ≥ 2〈∇1H(y, x), z − y〉.

Proposition 3.21 demonstrates that the function H defined by (3.83) with φ satisfying

(D1)-(D4) is a proximal distance w.r.t. the cone int(Kn) and possesses the property (P5’),

and therefore belongs to the class F2(int(Kn)). If, in addition, domφ = [0,∞), then H

belongs to the class F2(Kn). The conditions (D1)–(D3) are easy to check, and for the

condition (D4), we can employ the characterizations in [42, 45] to verify whether φ′ is

SOC-concave or not. Some examples are presented as follows.

Example 3.15. Let φ(t) = t ln t− t+ 1 if t ≥ 0, and otherwise φ(t) =∞.

Solution. It is easy to verify that φ satisfies (D1)–(D3) with domφ = [0,∞) and domφ′ =

(0,+∞). By Example 2.12(c), φ′ is SOC-concave on (0,∞). Using formulas (1.8) and

(3.83), we have

H(x, y) =

{
tr(y ◦ ln y − y ◦ lnx+ x− y), ∀x ∈ int(Kn), y ∈ Kn,

∞, otherwise.

�

Example 3.16. Take φ(t) =
tq+1

q +1
if t ≥ 0, and otherwise φ(t) =∞, where 0 < q < 1.

Solution. It is easy to show that φ satisfies (D1)-(D3) with domφ = [0,∞) and domφ′ =

[0,∞). By Example 2.12, φ′ is also SOC-concave on [0,∞). By (1.8) and (3.83), we

compute that

H(x, y) =

{
1
q+1

tr(yq+1) + q
q+1

tr(xq+1)− tr(xq ◦ y), ∀ x ∈ int(Kn), y ∈ Kn,
∞, otherwise.

�
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Example 3.17. Take φ(t) = (1 + t) ln(1 + t) +
tq+1

q +1
if t ≥ 0, and otherwise φ(t) =∞,

where 0 < q < 1.

Solution. We can verify that φ satisfies (D1)-(D3) with dom(φ) = dom(φ′) = [0,∞).

From Example 2.12, φ′ is also SOC-concave on [0,∞). Using (1.8) and (3.83), it is not

hard to compute that for any x, y ∈ Kn,

H(x, y) = tr [(e+ y) ◦ (ln(e+ y)− ln(e+ x))]− tr(y − x)

+
1

q + 1
tr(yq+1) +

q

q + 1
tr(xq+1)− tr(xq ◦ y).

�

Note that the proximal distances in Example 3.16 and Example 3.17 belong to the

class F2(Kn). By Proposition 3.22 below, the ones in Example 3.16 and Example 3.17

also belong to the class F̂2(Kn).

Proposition 3.22. Let H be defined as in (3.83) with φ satisfying (D1)-(D4). Suppose

that dom(φ) = dom(φ′) = [0,∞). Then, H possesses the properties (P7’) and (P8’).

Proof. By the given assumption, C1 = C2 = Kn. From Proposition 3.21(b), the function

H(·, y∗) is continuous on Kn. Consequently, limk→∞H(yk, y∗) = H(y∗, y∗) = 0.

From Proposition 3.21(d), H(yk, y∗) ≥ d(λi(y
∗), λi(y

k)) ≥ 0 for i = 1, 2. This together

with the assumption H(yk, y∗)→ 0 implies d(λi(y
∗), λi(y

k))→ 0 for i = 1, 2. From this,

we necessarily have λi(y
k)→ λi(y

∗) for i = 1, 2. Suppose not, then the bounded sequence

{λi(yk)} must have another limit point ν∗i ≥ 0 such that ν∗i 6= λi(y
∗). Without loss of

generality, we assume that limk∈K,k→∞ λi(y
k) = ν∗i . Then, we have

d(ν∗i , λi(y
∗)) = lim

k→∞
d(ν∗i , λi(y

k)) = lim
k∈K,k→∞

d(ν∗i , λi(y
k)) = d(ν∗i , ν

∗
i ) = 0,

where the first equality is due to the continuity of d(s, ·) for any fixed s ∈ [0,+∞), and

the second one is by the convergence of {d(ν∗i , λi(y
k))} implied by the first equality. This

contradicts the fact that d(ν∗i , λi(y
∗)) > 0 since ν∗i 6= λi(y

∗). �

As illustrated by the following example, the proximal distance generated by (3.83)

with φ satisfying (D1)-(D4) generally does not belong to the class F̄2(Kn).

Example 3.18. Let H be the proximal distance as in Example 3.15.

Solution. Let

yk =


√

2

(−1)k k
k+1

(−1)k k
k+1

 for each k and y∗ =


√

2

1

1

 .
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It is not hard to check that the sequence {yk} ⊆ int(K3) satisfies H(yk, y∗)→ 0. Clearly,

the sequence yk 9 y∗ as k →∞, but λ1(y
k)→ λ1(y

∗) = 0 and λ2(y
k)→ λ2(y

∗) = 2
√

2.

Finally, let H1 be a proximal distance produced via one of the ways above, and define

Hα(x, y) := H1(x, y) +
α

2
‖x− y‖2, (3.84)

where α > 0 is a fixed parameter. Then, by Propositions 3.18, 3.19 and 3.21 and the

identity

‖z − x‖2 = ‖z − y‖2 + ‖y − x‖2 + 2〈z − y, y − x〉, ∀x, y, z ∈ IRn,

it is easily shown that Hα is also a proximal distance w.r.t. int(Kn). Particularly, when

H1 is given by (3.83) with φ satisfying (D1)-(D4) and dom(φ) = dom(φ′) = [0,∞) (for

example the distances in Examples 3.16 and and Example 3.17), the regularized proximal

distance Hα satisfies (P7’) and (P9’), and hence Hα ∈ F̄2(Kn). With such a regularized

proximal distance, the sequence generated by the IPA converges to an optimal solution

of (3.64) if X∗ 6= ∅. �

To sum up, we may construct a proximal distance w.r.t. the cone int(Kn) via three

ways with an appropriate univariate function. The first way in (3.15) can only pro-

duce a proximal distance belonging to F1(int(Kn)), the second way in (3.81) produces

a proximal distance of F1(Kn) if dom(φ) = [0,∞), whereas the third way in (3.83)

produces a proximal distance of the class F̂2(Kn) if dom(φ) = dom(φ′) = [0,∞). Par-

ticularly, the regularized proximal distances Hα in (3.84) with H1 given by (3.83) with

dom(φ) = dom(φ′) = [0,∞) belong to the smallest class F̄2(Kn). With such regularized

proximal distances, we have the convergence result of Proposition 3.17(c) for the general

convex SOCP with X∗ 6= ∅.

For the linear SOCP, we will obtain some improved convergence results for the IPA

by exploring the relations between the sequence generated by the IPA and the central

path associated to the corresponding proximal distances.

Given a l.s.c. proper strictly convex function Φ with dom(Φ) ⊆ Kn and int(domΦ) =

int(Kn), the central path of (3.64) associated to Φ is the set {x(τ) | τ > 0} defined by

x(τ) := argmin
{
τf(x) + Φ(x) |x ∈ V ∩ Kn

}
for τ > 0. (3.85)

In what follows, we will focus on the central path of (3.64) w.r.t. a distance-like function

H ∈ D(int(Kn)). From Proposition 3.2, we immediately have the following result.

Proposition 3.23. For any given H ∈ D(int(Kn)) and x̄ ∈ int(Kn), the central path

{x(τ) | τ > 0} associated to H(·, x̄) is well defined and is in V ∩ int(Kn). For each τ > 0,

there exists gτ ∈ ∂f(x(τ)) such that τgτ +∇1H(x(τ), x̄) =ATy(τ) for some y(τ) ∈ IRm.
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We next study the favorable properties of the central path associated toH ∈ D(int(Kn)).

Proposition 3.24. For any given H ∈ D(int(Kn)) and x̄ ∈ int(Kn), let {x(τ) | τ > 0}
be the central path associated to H(·, x̄). Then, the following results hold.

(a) The function H(x(τ), x̄) is nondecreasing in τ .

(b) The set {x(τ) | τ̂ ≤ τ ≤ τ̃} is bounded for any given 0 < τ̂ < τ̃ .

(c) x(τ) is continuous at any τ > 0.

(d) The set {x(τ) | τ ≥ τ̄} is bounded for any τ̄ > 0 if X∗ 6= ∅ and domH(·, x̄) = Kn.

(e) All cluster points of {x(τ) | τ > 0} are solutions of (3.64) if X∗ 6= ∅.

Proof. The proofs are similar to those of Propositions 3–5 of [83].

(a) Take τ1, τ2 > 0 and let xi = x(τi) for i = 1, 2. Then, from Proposition 3.23, we know

x1, x2 ∈ V ∩ int(Kn) and there exist g1 ∈ ∂f(x1) and g2 ∈ ∂f(x2) such that

∇1H(x1, x̄) = −τ1g1 + ATy1 and ∇1H(x2, x̄) = −τ2g2 + ATy2 (3.86)

for some y1, y2 ∈ IRm. This together with the convexity of H(·, x̄) yields that

τ−11

(
H(x1, x̄)−H(x2, x̄)

)
≤ τ−11 〈∇1H(x1, x̄), x1 − x2〉 = 〈g1, x2 − x1〉,

τ−12

(
H(x2, x̄)−H(x1, x̄)

)
≤ τ−12 〈∇1H(x2, x̄), x2 − x1〉 = 〈g2, x1 − x2〉. (3.87)

Adding the two inequalities and using the convexity of f , we obtain(
τ−11 − τ−12

) (
H(x1, x̄)−H(x2, x̄)

)
≤ 〈g1 − g2, x2 − x1〉 ≤ 0.

Thus, H(x1, x̄) ≤ H(x2, x̄) whenever τ1 ≤ τ2. Particularly, from the last two equations,

0 ≤ τ−11

[
H(x1, x̄)−H(x2, x̄)

]
≤ τ−11 〈∇1H(x1, x̄), x1 − x2〉 (3.88)

≤ 〈g2, x2 − x1〉
≤ τ−12

[
H(x1, x̄)−H(x2, x̄)

]
, ∀τ1 ≥ τ2 > 0.

(b) By part(a), H(x(τ), x̄) ≤ H(x(τ̃), x̄) for any τ ≤ τ̃ , which implies that

{x(τ) : τ ≤ τ̃} ⊆ L1 = {x ∈ int(Kn) | H(x, x̄) ≤ H(x(τ̃), x̄)} .

Noting that {x(τ) : τ̂ ≤ τ ≤ τ̃} ⊆ {x(τ) : τ ≤ τ̃} ⊆ L1, the desired result follows by (P4).

(c) Fix τ̄ > 0. To prove that x(τ) is continuous at τ̄ , it suffices to prove that limk→∞ x(τk)

= x(τ̄) for any sequence {τk} such that limk→∞ τk = τ̄ . Given such a sequence {τk}, and

take τ̂ , τ̃ such that τ̂ > τ̄ > τ̃ . Then, {x(τ) : τ̂ ≤ τ ≤ τ̃} is bounded by part (b), and
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τk ∈ (τ̂ , τ̃) for sufficiently large k. Consequently, the sequence {x(τk)} is bounded. Let ȳ

be a cluster point of {x(τk)}, and without loss of generality assume that limk→∞ x(τk) = ȳ.

Let K1 := {k : τk ≤ τ̄} and take k ∈ K1. Then, from (3.88) with τ1 = τ̄ and τ2 = τk,

0 ≤ τ̄−1 [H(x(τ̄), x̄)−H(x(τk), x̄)]

≤ τ̄−1〈∇1H(x(τ̄), x̄), x(τ̄)− x(τk)〉
≤ τ−1k [H(x(τ̄), x̄)−H(x(τk), x̄)] .

If K1 is infinite, taking the limit k →∞ with k ∈ K1 in the last inequality and using the

continuity of H(·, x̄) on int(Kn) yields that

H(x(τ̄), x̄)−H(ȳ, x̄) = 〈∇1H(x(τ̄), x̄), x(τ̄)− ȳ〉.

This together with the strict convexity of H(·, x̄) implies x(τ̄) = ȳ. If K1 is finite, then

K2 := {k : τk ≥ τ̄} must be infinite. Using the same arguments, we also have x(τ̄) = ȳ.

(d) By (P3) and Proposition 3.23, there exists gτ ∈ ∂f(x(τ)) such that for any z ∈ V∩Kn,

H(x(τ), x̄)−H(z, x̄) ≤ τ−1〈∇1H(x(τ), x̄), x(τ)− z〉 = 〈gτ , z − x(τ)〉. (3.89)

In particular, taking z = x∗ ∈ X∗ in the last equality and using the fact

0 ≥ f(x∗)− f(x(τ)) ≥ 〈gτ , x∗ − x(τ)〉,

we have H(x(τ), x̄) − H(x∗, x̄) ≤ 0. Hence, {x(τ) | τ > τ̄} ⊂ {x ∈ int(Kn) |H(x, x̄) ≤
H(x∗, x̄)}. By (P4), the latter is bounded, and the desired result then follows.

(e) Let x̂ be a cluster point of {x(τ)} and {τk} be a sequence such that limk→∞ τk = +∞
and limk→∞ x(τk) = x̂. Write xk := x(τk) and take x∗ ∈ X∗ and z ∈ V ∩ int(Kn). Then,

for any ε > 0, we have x(ε) := (1− ε)x∗ + εz ∈ V ∩ int(Kn). From the property (P3),

〈∇1H(x(ε), x̄)−∇1H(xk, x̄), xk − x(ε)〉 ≤ 0.

On the other hand, taking z = x(ε) in (3.89), we readily have

τ−1k 〈∇1H(xk, x̄), xk − x(ε)〉 = 〈gk, x(ε)− xk〉

with gk ∈ ∂f(xk). Combining the last two equations, we obtain

τ−1k 〈∇1H(x(ε), x̄), xk − x(ε)〉 ≤ 〈gk, x(ε)− xk〉.

Since the subdifferential set ∂f(xk) for each k is compact and gk ∈ ∂f(xk), the sequence

{gk} is bounded. Taking the limit in the last inequality yields 0 ≤ 〈ĝ, x(ε)− x̂〉, where ĝ

is a limit point of {gk}, and by [131, Theorem 24.4], ĝ ∈ ∂f(x̂). Taking the limit ε→ 0

in the inequality, we get 0 ≤ 〈ĝ, x∗ − x̂〉. This implies that f(x̂) ≤ f(x∗) since x∗ ∈ X∗
and ĝ ∈ ∂f(x̂). Consequently, x̂ is a solution of the CSOCP (3.64). �

Particularly, from the following proposition, we also have that the central path is

convergent if H ∈ D(int(Kn)) satisfies domH(·, x̄) = Kn, where x̄ ∈ int(Kn) is a given

point. Notice that H(·, x̄) is continuous on domH(·, x̄) by (P2), and hence the assumption

for H is equivalent to saying that H(·, x̄) is continuous at the boundary of the cone Kn.
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Proposition 3.25. For any given x̄ ∈ int(Kn) and H ∈ D(int(Kn)) with domH(·, x̄) =

Kn, let {x(τ) : τ > 0} be the central path associated to H(·, x̄). If X∗ is nonempty, then

limτ→∞ x(τ) exists and is the unique solution of min{H(x, x̄) | x ∈ X∗}.

Proof. Let x̂ be a cluster point of {x(τ)} and {τk} be such that limk→∞ τk = ∞ and

limk→∞ x(τk) = x̂. Then, for any x ∈ X∗, using (3.88) with x1 = x(τk) and x2 = x, we

obtain

[H(x(τk), x̄)−H(x, x̄)] ≤ τk〈gk, x− x(τk)〉 ≤ τk [f(x)− f(x(τk))] ≤ 0,

where the second inequality is since gk ∈ ∂f(x(τk)), and the last one is due to x ∈ X∗.
Taking the limit k → ∞ in the last inequality and using the continuity of H(·, x̄), we

have H(x̂, x̄) ≤ H(x, x̄) for all x ∈ X∗. Since x̂ ∈ X∗ by Proposition 3.27(e), this shows

that any cluster point of {x(τ) | τ > 0} is a solution of min{H(x, x̄) |x ∈ X∗}. By the

uniqueness of the solution of min{H(x, x̄) |x ∈ X∗}, we have limτ→∞ x(τ) = x∗. �

For the linear SOCP, we may establish the relations between the sequence generated

by the IPA and the central path associated to the corresponding distance-like functions.

Proposition 3.26. For the linear SOCP, let {xk} be the sequence generated by the IPA

with H ∈ D(int(Kn)), x0 ∈ V ∩ int(Kn) and εk ≡ 0, and {x(τ) | τ > 0} be the central path

associated to H(·, x0). Then, xk = x(τk) for k = 1, 2, . . . under either of the conditions:

(a) H is constructed via (3.15) or (3.81), and {τk} is given by τk =
∑k

j=0 λj for k =

1, 2, . . .;

(b) H is constructed via (3.83), the mapping ∇(φ′)soc(·) defined on int(Kn) maps any

vector IRn into ImAT , and the sequence {τk} is given by τk = λk for k = 1, 2, · · · .

Moreover, for any positive increasing sequence {τk}, there exists a positive sequence {λk}
with

∑∞
k=1 λk =∞ such that the proximal sequence {xk} satisfies xk = x(τk).

Proof. (a) Suppose that H is constructed via (3.15). From (3.67) and Proposition

3.18(b), we have

λjc+∇φ(det(xj))−∇φ(det(xj−1)) = ATuj for j = 0, 1, 2, . . . . (3.90)

Summing the equality from j = 0 to k and taking τk =
∑k

j=0 λj, y
k =

∑k
j=0 u

j, we get

τkc+∇φ(det(xk))−∇φ(det(x0)) = ATyk.

This means that xk satisfies the optimal conditions of the problem

min
{
τkf(x) +H(x, x0) | x ∈ V ∩ int(Kn)

}
, (3.91)
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and so xk = x(τk). Now let {x(τ) : τ > 0} be the central path. Take a positive increasing

sequence {τk} and let xk ≡ x(τk). Then from Proposition 3.23 and Proposition 3.18(b),

it follows that

τkc+∇φ(det(xk))−∇φ(det(x0)) = ATyk for some yk ∈ IRm.

Setting λk = τk − τk−1 and uk = yk − yk−1, from the last equality it follows that

λkc+∇φ(det(xk))−∇φ(det(xk−1)) = ATuk.

This shows that {xk} is the sequence generated by the IPA with εk ≡ 0. If H is given by

(3.81), using Proposition 3.19(b) and the same arguments, we also have the result holds.

(b) Under this case, by Proposition 3.21(c), the above (3.90) becomes

λjc+∇(φ′)soc(xj) · (xj − xj−1) = ATuj for j = 0, 1, 2, . . . .

Since φ′′(t) > 0 for all t ∈ (0,∞) by (D1) and (D2), from [64, Proposition 5.2] it follows

that ∇(φ′)soc(x) is positive definite on int(Kn). Thus, the last equality is equivalent to[
∇(φ′)soc(xj)

]−1
λjc+ (xj − xj−1) =

[
∇(φ′)soc(xj)

]−1
ATuj for j = 0, 1, 2, . . . . (3.92)

Summing the equality (3.92) from j = 0 to k and making suitable arrangement, we get

λkc+∇(φ′)soc(xk)(xk − x0) = ATuk +∇(φ′)soc(xk)
k−1∑
j=0

[
∇(φ′)soc(xj)

]−1
(ATuj − λjc),

which, using the given assumptions and setting τk = λk, reduces to

τkc+∇(φ′)soc(xk)(xk − x0) = AT ȳk for some ȳk ∈ IRm.

This means that xk is the unique solution of (3.91), and hence xk = x(τk) for any k. Let

{x(τ) : τ > 0} be the central path. Take a positive increasing sequence {τk} and define

the sequence xk = x(τk). Then, from Proposition 3.23 and Proposition 3.21(c),

τkc+∇(φ′)soc(xk)(xk − x0) = ATyk for some yk ∈ IRm,

which, by the positive definiteness of ∇(φ′)soc(·) on int(Kn), implies that

[∇(φ′)soc(xk)]−1(τkc− ATyk) + [∇(φ′)soc(xk−1)]−1(τk−1c− ATyk−1) + (xk − xk−1) = 0.

Consequently,

τkc+∇(φ′)soc(xk)(xk − xk−1) = ∇(φ′)soc(xk)[∇(φ′)soc(xk−1)]−1(ATyk−1 − τk−1c).

Using the given assumptions and setting λk = τk, we have

λkc+∇(φ′)soc(xk)(xk − xk−1) = ATuk for some uk ∈ IRm.
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for some uk ∈ IRm. This implies that {xk} is the sequence generated by the IPA and the

sequence {λk} satisfies
∑∞

k=1 λk =∞ since {τk} is a positive increasing sequence. �

From Proposition 3.25 and Proposition 3.26, we readily have the following improved

convergence results of the sequence generated by the IPA for the linear SOCP.

Proposition 3.27. For the linear SOCP, let {xk} be the sequence generated by the IPA

with H ∈ D(int(Kn)), x0 ∈ V ∩ int(Kn) and εk ≡ 0. If one of the conditions is satisfied:

(a) H is constructed via (3.81) with domH(·, x0) = Kn and
∑∞

k=0 λk =∞;

(b) H is constructed via (3.83) with domH(·, x0) = Kn, the mapping ∇(φ′)soc(·) defined

on int(Kn) maps any vector in IRn into ImAT , and limk→∞ λk =∞;

and X∗ 6= ∅, then {xk} converges to the unique solution of min{H(x, x0) |x ∈ X∗}.



Chapter 4

SOC means and SOC inequalities

In this chapter, we present some other types of applications of the aforementioned SOC-

functions, SOC-convexity, and SOC-monotonicity. These include so-called SOC means,

SOC weighted means, and a few SOC trace versions of Young, Hölder, Minkowski in-

equalities, and Powers-Størmer’s inequality. We believe that these results will be helpful

in convergence analysis of optimizations involved with SOC. Many materials of this chap-

ter are extracted from [37, 78, 79], the readers can look into them for more details.

4.1 SOC means

From Chapter 3, we have seen that the SOC-monotonicity and SOC-convexity are of-

ten involved in the solution methods of convex SOCPs. What other applications does

SOC-momotone functions hold besides the algorithmic aspect? Surprisingly, some other

applications of SOC-monotone functions lie in different areas from those for SOC-convex

functions. In particular, the SOC-monotone functions can be employed to establish the

concepts of various SOC-means, which are natural extensions of traditional means. It

also helps on achieving some important inequalities. To see these, we start with recalling

the definitions of means.

A mean is a binary map m : (0,∞)× (0,∞)→ (0,∞) satisfying the following:

(a) m(a, b) > 0;

(b) min{a, b} ≤ m(a, b) ≤ max{a, b};

(c) m(a, b) = m(b, a);

(d) m(a, b) is increasing in a, b;

(e) m(αa, αb) = αm(a, b), for all α > 0;

155
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(f) m(a, b) is continuous in a, b.

Many types of means have been investigated in the literature, to name a few, the

arithmetic mean, geometric mean, harmonic mean, logarithmic mean, identric mean,

contra-harmonic mean, quadratic (or root-square) mean, first Seiffert mean, second Seif-

fert mean, and Neuman-Sandor mean, etc.. In addition, many inequalities describing

the relationship among different means have been established. For instance, for any two

positive real number a, b, it is well-known that

min{a, b} ≤ H(a, b) ≤ G(a, b) ≤ L(a, b) ≤ A(a, b) ≤ max{a, b}, (4.1)

where

H(a, b) =
2ab

a+ b
,

G(a, b) =
√
ab,

L(a, b) =


a− b

ln a− ln b
if a 6= b,

a if a = b,

A(a, b) =
a+ b

2
,

represents the harmonic mean, geometric mean, logarithmic mean, and arithmetic mean,

respectively. For more details regarding various means and their inequalities, please refer

to [32, 66].

Recently, the matrix version of means have been generalized from the classical means,

see [23, 25–27]. In particular, the matrix version of Arithmetic Geometric Mean Inequal-

ity (AGM) is proved in [23, 24], and has attracted much attention. Indeed, let A and B

be two n× n positive definite matrices, the following inequalities hold under the partial

order induced by positive semidefinite matrices cone Sn+:

(A : B) � A#B � 1

2
(A+B), (4.2)

where

A : B = 2
(
A−1 +B−1

)−1
,

A#B = A1/2
(
A−1/2BA−1/2

)1/2
A1/2,

denote the matrix harmonic mean and the matrix geometric mean, respectively. For

more details about matrix means and their related inequalities, please see [23, 25–27, 89]

and references therein.
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Note that the nonnegative orthant, the cone of positive semidefinite matrices, and

the second-order cone all belong to the class of symmetric cones [62]. This motivates us

to consider further extension of means, that is, the means associated with SOC. More

specifically, in this section, we generalize some well-known means to the SOC setting and

build up some inequalities under the partial order induced by Kn. One trace inequality

is established as well. For achieving these results, the SOC-monotonicity contributes a

lot in the analysis. That is the application aspect of SOC-monotone function that we

want to illustrate.

The relation �Kn is not a linear ordering. Hence, it is not possible to compare any

two vectors (elements) via �Kn . Nonetheless, we note that for any a, b ∈ IR

max{a, b} = b+ [a− b]+ =
1

2
(a+ b+ |a− b|),

min{a, b} = a− [a− b]+ =
1

2
(a+ b− |a− b|).

This motivates us to define the supremum and infimum of {x, y}, denoted by x ∨ y and

x ∧ y respectively, in the SOC setting as follows. For any x, y ∈ IRn, we let

x ∨ y := y + [x− y]+ =
1

2
(x+ y + |x− y|),

x ∧ y :=

{
x− [x− y]+ = 1

2
(x+ y − |x− y|), if x+ y �Kn |x− y|;

0, otherwise.

In view of the above expressions, we define the SOC means in a similar way.

Definition 4.1. A binary operation (x, y) 7→ M(x, y) defined on int(Kn) × int(Kn) is

called an SOC mean if the following conditions are satisfied:

(i) M(x, y) �Kn 0;

(ii) x ∧ y �Kn M(x, y) �Kn x ∨ y;

(iiii) M(x, y) is monotone in x, y;

(iv) M(αx, αy) = αM(x, y), α > 0;

(v) M(x, y) is continuous in x, y.

We start with the simple SOC arithmetic mean A(x, y) : int(Kn)×int(Kn)→ int(Kn),

which is defined by

A(x, y) =
x+ y

2
. (4.3)
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It is clear that A(x, y) satisfies all the above conditions. Besides, it is not hard to verify

that the SOC harmonic mean of x and y, H(x, y) : int(Kn)× int(Kn)→ int(Kn), can be

defined as

H(x, y) =

(
x−1 + y−1

2

)−1
. (4.4)

The relation between A(x, y) and H(x, y) is described as below.

Proposition 4.1. Let A(x, y), H(x, y) be defined as in (4.3) and (4.4), respectively. For

any x �Kn 0, y �Kn 0, there holds

x ∧ y �Kn H(x, y) �Kn A(x, y) �Kn x ∨ y.

Proof. (i) To verify the first inequality, if 1
2
(x + y − |x− y|) /∈ Kn, the inequality holds

clearly. Suppose 1
2
(x + y − |x − y|) �Kn 0, we note that 1

2
(x + y − |x − y|) �Kn x and

1
2
(x + y − |x − y|) �Kn y. Then, using the SOC-monotonicity of f(t) = −t−1 shown in

Proposition 2.3, we obtain

x−1 �Kn
(
x+ y − |x− y|

2

)−1
and y−1 �Kn

(
x+ y − |x− y|

2

)−1
,

which imply
x−1 + y−1

2
�Kn

(
x+ y − |x− y|

2

)−1
.

Next, applying the SOC-monotonicity again, we conclude that

x+ y − |x− y|
2

�Kn
(
x−1 + y−1

2

)−1
.

(ii) To see the second inequality, we first observe that(
x−1 + y−1

2

)−1
�Kn

1

2
(x−1)−1 +

1

2
(y−1)−1 =

x+ y

2
,

where the inequality comes from the SOC-convexity of f(t) = t−1.

(iii) To check the last inequality, we observe that

x+ y

2
�Kn

x+ y + |x− y|
2

⇐⇒ 0 �Kn
|x− y|

2
,

where it is clear |x− y| �Kn 0 always holds for any element x, y. Then, the desired result

follows. �

Now, we consider the SOC geometric mean, denoted by G(x, y), which can be bor-

rowed from the geometric mean of symmetric cone, see [102]. More specifically, let V
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be a Euclidean Jordan algebra, K be the set of all square elements of V (the associated

symmetric cone), and Ω := intK (the interior symmetric cone). For x ∈ V , let L(x)

denote the linear operator given by L(x)y := x ◦ y, and let

P (x) := 2L(x)2 − L(x2). (4.5)

The mapping P is called the quadratic representation of V . If x is invertible, then we

have

P (x)K = K and P (x)Ω = Ω.

Suppose that x, y ∈ Ω, the geometric mean of x and y, denoted by x#y, is

x#y := P (x
1
2 )(P (x−

1
2 )y)

1
2 .

On the other hand, it turns out that the cone Ω admits a G(Ω)-invariant Riemannian

metric [62]. The unique geodesic curve joining x and y is

t 7→ x#ty := P (x
1
2 )
(
P (x−

1
2 )y
)t
,

and the geometric mean x#y is the midpoint of the geodesic curve. In addition, Lim

establishes the arithmetic-geometric-harmonic means inequalities [102, Theorem 2.8],(
x−1 + y−1

2

)−1
�K x#y �K

x+ y

2
, (4.6)

where �K is the partial order induced by the closed convex cone K. The inequality (4.6)

includes the inequality (4.2) as a special case. For more details, please refer to [102]. As

an example of Euclidean Jordan algebra, for any x and y in int(Kn), we therefore adopt

the geometric mean G(x, y) as

G(x, y) := P (x
1
2 )
(
P (x−

1
2 )y
) 1

2
. (4.7)

Then, we immediately have the following parallel properties of SOC geometric mean.

Proposition 4.2. Let A(x, y), H(x, y), G(x, y) be defined as in (4.3), (4.4) and (4.7),

respectively. Then, for any x �Kn 0 and y �Kn 0, we have

(a) G(x, y) = G(y, x).

(b) G(x, y)−1 = G(x−1, y−1).

(c) H(x, y) �Kn G(x, y) �Kn A(x, y).



160 CHAPTER 4. SOC MEANS AND SOC INEQUALITIES

Next, we look into another type of SOC mean, the SOC logarithmic mean L(x, y).

First, for any two positive real numbers a, b, Carlson [33] has set up the integral repre-

sentation:

L(a, b) =

[∫ 1

0

dt

ta+ (1− t)b

]−1
,

whereas Neuman [113] has also provided an alternative integral representation:

L(a, b) =

∫ 1

0

a1−tbtdt.

Moreover, Bhatia [23, page 229] proposes the matrix logarithmic mean of two positive

definite matrices A and B as

L(A,B) = A1/2

∫ 1

0

(
A−1/2BA−1/2

)t
dt A1/2.

In other words,

L(A,B) =

∫ 1

0

A#tB dt,

whereA#tB =: A1/2
(
A−1/2BA−1/2

)t
A1/2 = P (A1/2)(P (A−1/2)B)t is called the t-weighted

geometric mean. We remark that A#tB = A1−tBt for AB = BA, and the definition of

logarithmic mean coincides with the one of real numbers. This integral representation

motivates us to define the SOC logarithmic mean on int(Kn)× int(Kn) as

L(x, y) =

∫ 1

0

x#ty dt. (4.8)

To verify it is an SOC mean, we need the following technical lemmas. The first lemma

is the symmetric cone version of Bernoulli inequality.

Lemma 4.1. Let V be a Euclidean Jordan algebra, K be the associated symmetric cone,

and e be the Jordan identity. Then,

(e+ s)t �K e+ ts,

where 0 ≤ t ≤ 1, s �K −e, and the partial order is induced by the closed convex cone K.

Proof. For any s ∈ V , we denote the spectral decomposition of s as
r∑
i=1

λici. Since

s �K −e, we obtain that each eigenvalue λi ≥ −1. Then, we have

(e+ s)t = (1 + λ1)
tc1 + (1 + λ2)

tc2 + · · ·+ (1 + λr)
tcr

�K (1 + tλ1)c1 + (1 + tλ2)c2 + · · ·+ (1 + tλr)cr

= e+ ts,
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where the inequality holds by the real number version of Bernoulli inequality. �

Lemma 4.1 is the Bernoulli Inequality associated with symmetric cone although we

will use it only in the SOC setting.

Lemma 4.2. Suppose that u(t) : IR→ IRn is integrable on [a, b].

(a) If u(t) �Kn 0 for any t ∈ [a, b], then
∫ b
a
u(t)dt �Kn 0.

(b) If u(t) �Kn 0 for any t ∈ [a, b], then
∫ b
a
u(t)dt �Kn 0.

Proof. (a) Consider the partition P = {t0, t1, . . . , tn} of [a, b] with tk = a + k(b − a)/n

and some t̄k ∈ [tk−1, tk], we have∫ b

a

u(t)dt = lim
n→∞

n∑
k=1

u(t̄k)
b− a
n
�Kn 0

because u(t) �Kn 0 and Kn is closed.

(b) For convenience, we write u(t) = (u1(t), u2(t)) ∈ IR× IRn−1, and let

ū(t) = (‖u2(t)‖, u2(t)) ,
ũ(t) = (u1(t)− ‖u2(t)‖,0) .

Then, we have

u(t) = ū(t) + ũ(t) and

{
ū(t) �Kn 0,

u1(t)− ‖u2(t)‖ > 0.

Note that
∫ b
a
ũ(t)dt = (

∫ b
a
(u1(t) − ‖u2(t)‖)dt,0) �Kn 0 since u1(t) − ‖u2(t)‖ > 0. This

together with
∫ b
a
ū(t)dt �Kn 0 yields that∫ b

a

u(t)dt =

∫ b

a

ū(t)dt+

∫ b

a

ũ(t)dt �Kn 0.

Thus, the proof is complete. �

Proposition 4.3. Suppose that u(t) : IR → IRn and v(t) : IR → IRn are integrable on

[a, b].

(a) If u(t) �Kn v(t) for any t ∈ [a, b], then
∫ b
a
u(t)dt �Kn

∫ b
a
v(t)dt.

(b) If u(t) �Kn v(t) for any t ∈ [a, b], then
∫ b
a
u(t)dt �Kn

∫ b
a
v(t)dt.

Proof. It is an immediate consequence of Lemma 4.2. �
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Proposition 4.4. Let A(x, y), G(x, y), and L(x, y) be defined as in (4.3), (4.7), and

(4.8), respectively. For any x �Kn 0, y �Kn 0, there holds

G(x, y) �Kn L(x, y) �Kn A(x, y),

and hence L(x, y) is an SOC mean.

Proof. (i) To verify the first inequality, we first note that

G(x, y) = P (x
1
2 )(P (x−

1
2 )y)

1
2 =

∫ 1

0

P (x
1
2 )(P (x−

1
2 )y)

1
2dt.

Let s = P (x−
1
2 )y = λ1u

(1)
s + λ2u

(2)
s . Then, we have

L(x, y)−G(x, y)

=

∫ 1

0

P (x
1
2 )(P (x−

1
2 )y)t dt− P (x

1
2 )(P (x−

1
2 )y)

1
2

=

∫ 1

0

P (x
1
2 )
(
λt1u

(1)
s + λt2u

(2)
s

)
dt− P (x

1
2 )
(√

λ1u
(1)
s +

√
λ2u

(2)
s

)
=

[∫ 1

0

λt1dt

]
P (x

1
2 )u(1)s +

[∫ 1

0

λt2dt

]
P (x

1
2 )u(2)s − P (x

1
2 )
(√

λ1u
(1)
s +

√
λ2u

(2)
s

)
=

[
λ1 − 1

lnλ1 − ln 1
−
√
λ1

]
P (x

1
2 )u(1)s +

[
λ2 − 1

lnλ2 − ln 1
−
√
λ2

]
P (x

1
2 )u(2)s

= [L(λ1, 1)−G(λ1, 1)]P (x
1
2 )u(1)s + [L(λ2, 1)−G(λ2, 1)]P (x

1
2 )u(2)s

�Kn 0,

where last inequality holds by (4.1) and P (x
1
2 )u

(i)
s ∈ Kn. Thus, we obtain the first

inequality.

(ii) To see the second inequality, we let s = P (x−
1
2 )y − e. Then, we have s �Kn −e, and

applying Lemma 4.1 gives(
e+ P (x−

1
2 )y − e

)t
�Kn e+ t

[
P (x−

1
2 )y − e

]
,

which is equivalent to

0 �Kn (1− t)e+ t
[
P (x−

1
2 )y
]
−
(
P (x−

1
2 )y
)t
.

Since P (x
1
2 ) is invariant on Kn, we have

0 �Kn P (x
1
2 )

(
(1− t)e+ t

[
P (x−

1
2 )y
]
−
(
P (x−

1
2 )y
)t)

= (1− t)x+ ty − x#ty.
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Hence, by Proposition 4.3, we obtain

L(x, y) =

∫ 1

0

x#ty dt �Kn
∫ 1

0

[(1− t)x+ ty] dt = A(x, y).

The proof is complete. �

Finally, for SOC quadratic mean, it is natural to consider the following

Q(x, y) :=

(
x2 + y2

2

)1/2

.

It is easy to verify A(x, y) �Kn Q(x, y). However, Q(x, y) does not satisfy the property(ii)

mentioned in the definition of SOC mean. Indeed, taking x =

 31

10

−20

 ∈ Kn and y =

10

9

0

 ∈ Kn, it is obvious that x �Kn y. In addition, by simple calculation, we have

(
x2 + y2

2

)1/2

=

 s
400
2s
−620
2s

 ≈
 24.30

8.23

−12.76

 ,
where s =

√
1
2

(
821 +

√
8212 − (4002 + 6202)

)
≈ 24.30. However,

x ∨ y −
(
x2 + y2

2

)1/2

≈

 6.7

1.77

−7.24


is not in Kn. Hence, this definition of Q(x, y) cannot officially serve as an SOC mean.

To sum up, we already have the following inequalities

x ∧ y �Kn H(x, y) �Kn G(x, y) �Kn L(x, y) �Kn A(x, y) �Kn x ∨ y,

but we do not have SOC quadratic mean. Nevertheless, we still can generalize all the

means inequalities as in (4.1) to SOC setting when the dimension is 2. To see this, the

Jordan product on second-order cone of order 2 satisfies the associative law and closedness

such that the geometric mean

G(x, y) = x1/2 ◦ y1/2

and the logarithmic mean

L(x, y) =

∫ 1

0

x1−t ◦ yt dt
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are well-defined (note this is true only when n = 2) and coincide with the definition (4.7),

(4.8). Then, the following inequalities

x ∧ y �
K2 H(x, y) �

K2 G(x, y) �
K2 L(x, y) �

K2 A(x, y) �
K2 Q(x, y) �

K2 x ∨ y

hold as well.

By applying Proposition 1.1(a), we immediately obtain one trace inequality for SOC

mean.

Proposition 4.5. Let A(x, y), H(x, y), G(x, y) and L(x, y) be defined as in (4.3)-(4.4),

(4.7)-(4.8), respectively. For any x �Kn 0, y �Kn 0, there holds

tr(x ∧ y) ≤ tr(H(x, y)) ≤ tr(G(x, y)) ≤ tr(L(x, y)) ≤ tr(A(x, y)) ≤ tr(x ∨ y).

4.2 SOC Inequalities

It is well-known that the Young inequality, the Hölder inequality, and the Minkowski

inequality are powerful tools in analysis and are widely applied in many fields. There

exist many kinds of variants, generalizations, and refinements, which provide a variety of

applications. Here, we explore the trace versions of Young inequality, Hölder inequality,

Minkowski inequality in the setting of second-order cone. We start with recalling these

three classical inequalities [18, 67] briefly.

Suppose that a, b ≥ 0 and 1 < p, q < ∞ with 1
p

+ 1
q

= 1, the Young inequality is

expressed by

ab ≤ ap

p
+
bq

q
.

The Young inequality is a special case of the weighted AM-GM (Arithmetic Mean-

Geometric Mean) inequality and very useful in real analysis. In particular, it can be

employed as a tool to prove the Hölder inequality:

n∑
k=1

|akbk| ≤

(
n∑
k=1

|ak|p
) 1

p
(

n∑
k=1

|bk|q
) 1

q

,

where a1, a2, · · · , an, b1, b2, · · · , bn are real (or complex) numbers. In light of the Hölder

inequality, one can deduce the Minkowski inequality as below:(
n∑
k=1

|ak + bk|p
) 1

p

≤

(
n∑
k=1

|ak|p
) 1

p

+

(
n∑
k=1

|bk|p
) 1

p

.
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In 1995, Ando [3] showed the singular value version of Young inequality that

sj(AB) ≤ sj

(
Ap

p
+
Bq

q

)
for all 1 ≤ j ≤ n, (4.9)

where A and B are positive definite matrices. Note that both positive semidefinite cone

and second-order cone belong to symmetric cones [62]. It is natural to ask whether there

is a similar version in the setting of second-order cone. First, in view of the classical

Young inequality, one may conjecture that the Young inequality in the SOC setting is in

form of

x ◦ y �Kn
xp

p
+
yq

q
.

However, this inequality does not hold in general (a counterexample is presented later).

Here “◦” is the Jordan product associated with second-order cone. Next, according to

Ando’s inequality (4.9), we naively make another conjecture that the eigenvalue version

of Young inequality in the SOC setting may look like

λj(x ◦ y) ≤ λj

(
xp

p
+
yq

q

)
, j = 1, 2. (4.10)

Although we believe it is true, it is very complicated to prove the inequality directly due

to the algebraic structure of xp

p
+ xq

q
. Eventually, we seek another variant and establish

the SOC trace version of Young inequality. Accordingly, we further deduce the SOC

trace versions of Hölder and Minkowski inequalities.

As mentioned earlier, one may conjecture that the Young inequality in the SOC

setting is in form of

x ◦ y �Kn
xp

p
+
yq

q
.

However, this inequality does not hold in general. For example, taking p = 3, q = 3
2
,

x = (1
8
, 1
8
, 0), and y = (1

8
, 0, 1

8
), we obtain x3 = ( 1

128
, 1
128
, 0), y

3
2 = ( 1

16
, 0, 1

16
). Hence,

x ◦ y =

(
1

64
,

1

64
,

1

64

)
and

x3

3
+
y

3
2

3
2

=

(
17

384
,

1

384
,

16

384

)
,

which says

x3

3
+
y

3
2

3
2

− x ◦ y =

(
11

384
,
−5

384
,

10

384

)
/∈ Kn.

In view of this and motivated by the Ando’s singular value version of Young inequality

as in (4.9), we turn to derive the eigenvalue version of Young inequality in the setting of

second-order cone. But, we do not succeed in achieving such type inequality. Instead,

we consider the SOC trace version of the Young inequality.
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Proposition 4.6. (Young inequality-Type I) For any x, y ∈ Kn, there holds

tr(x ◦ y) ≤ tr

(
xp

p
+
yq

q

)
,

where 1 < p, q <∞ and
1

p
+

1

q
= 1.

Proof. First, we note x◦y = (x1y1 + 〈x2, y2〉, x1y2 + y1x2) and denote
xp

p
+
yq

q
:= (w1, w2)

where

w1 =
λ1(x)p + λ2(x)p

2p
+
λ1(y)q + λ2(y)q

2q
,

w2 =
λ2(x)p − λ1(x)p

2p

x2
‖x2‖

+
λ2(y)q − λ1(y)q

2q

y2
‖y2‖

.

Then, the desired result follows by

tr(x ◦ y) ≤ λ1(x)λ1(y) + λ2(x)λ2(y)

≤
(
λ1(x)p

p
+
λ1(y)q

q

)
+

(
λ2(x)p

p
+
λ2(y)q

q

)
= tr

(
xp

p
+
yq

q

)
,

where the last inequality is due to the Young inequality on real number setting. �

Remark 4.1. When p = q = 2, the Young inequality in Proposition 4.6 reduces to

2〈x, y〉 = tr(x ◦ y) ≤ tr

(
x2

2
+
y2

2

)
= ‖x‖2 + ‖y‖2,

which is equivalent to 0 ≤ ‖x−y‖2. As a matter of fact, for any x, y ∈ IRn, the inequality

(x− y)2 �Kn 0 always holds, which implies 2x ◦ y �Kn x2 + y2. Therefore, by Proposition

1.1(a), we obtain tr(x ◦ y) ≤ tr
(
x2

2
+ y2

2

)
as well.

We note that the classical Young inequality can be extended to nonnegative real

numbers, that is,

|ab| = |a| · |b| ≤ |a|
p

p
+
|b|q

q
, ∀a, b ∈ IR.

This motivates us to consider further generalization of the SOC trace version of Young

inequality as in Proposition 4.6. However, |x|◦|y| and |x◦y| are unequal in general; and no

relation between them. To see this, taking x = (
√

2, 1, 1) ∈ K3 and y = (
√

2, 1,−1) ∈ K3,

yields x ◦ y = (2, 2
√

2, 0) /∈ K3. In addition, it implies

|x| ◦ |y| = (2, 2
√

2, 0) �Kn (2
√

2, 2, 0) = |x ◦ y|.
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On the other hand, let x = (0, 1, 0), y = (0, 1, 1), which give |x| = (1, 0, 0), |y| =

(
√

2, 0, 0). However, we see that

|x ◦ y| = (1, 0, 0) �Kn (
√

2, 0, 0) = |x| ◦ |y|.

From these two examples, it also indicates that there is no relationship between tr(|x|◦|y|)
and tr(|x ◦ y|). In other words, there are two possible extensions of Proposition 4.6:

tr(|x| ◦ |y|) ≤ tr

(
|x|p

p
+
|y|q

q

)
or tr(|x ◦ y|) ≤ tr

(
|x|p

p
+
|y|q

q

)
.

Fortunately, these two types of generalizations are both true.

Proposition 4.7. (Young inequality-Type II) For any x, y ∈ IRn, there holds

tr(|x| ◦ |y|) ≤ tr

(
|x|p

p
+
|y|q

q

)
,

where 1 < p, q <∞ and
1

p
+

1

q
= 1.

Proof. Following the proof of Proposition 4.6, we have

tr(|x| ◦ |y|)
≤ λ1(|x|)λ1(|y|) + λ2(|x|)λ2(|y|)
= min

i
{|λi(x)|}min

i
{|λi(y)|}+ max

i
{|λi(x)|}max

i
{|λi(y)|}

≤ (mini{|λi(x)|})p

p
+

(mini{|λi(y)|})q

q
+

(maxi{|λi(x)|})p

p
+

(maxi{|λi(y)|})q

q

=

(
|λ1(x)|p

p
+
|λ2(x)|p

p

)
+

(
|λ1(y)|q

q
+
|λ2(y)|q

q

)
= tr

(
|x|p

p
+
|y|q

q

)
,

where the last inequality holds by the Young inequality on real number setting. �

We point out that Proposition 4.7 is more general than Proposition 4.6 because it is

true for all x, y ∈ IRn, not necessary restricted to x, y ∈ Kn. For real numbers, it is clear

that ab ≤ |a| · |b|. It is natural to ask whether tr(x ◦ y) is less than tr(|x| ◦ |y|) or not.

Before establishing the relationship, we need the following technical lemma.

Lemma 4.3. For 0 �Kn u �Kn x and 0 �Kn v �Kn y, there holds

0 ≤ tr(u ◦ v) ≤ tr(x ◦ y).



168 CHAPTER 4. SOC MEANS AND SOC INEQUALITIES

Proof. Suppose 0 �Kn u �Kn x and 0 �Kn v �Kn y, we have

tr(x ◦ y)− tr(u ◦ v)

= tr(x ◦ y − u ◦ v)

= tr(x ◦ y − x ◦ v + x ◦ v − u ◦ v)

= tr(x ◦ (y − v) + (x− u) ◦ v)

= tr(x ◦ (y − v)) + tr((x− u) ◦ v)

≥ 0,

where the inequality holds by Property 1.3(d). �

Proposition 4.8. For any x, y ∈ IRn, there holds tr(x ◦ y) ≤ tr (|x| ◦ |y|) .

Proof. For any x ∈ IRn, it can be expressed by x = [x]+ + [x]−, and then

tr(x ◦ y) = tr(([x]+ + [x]−) ◦ y)

= tr([x]+ ◦ y) + tr((−[x]−) ◦ (−y))

≤ tr([x]+ ◦ |y|) + tr((−[x]−) ◦ |y|)
= tr(([x]+ − [x]−) ◦ |y|)
= tr(|x| ◦ |y|),

where the inequality holds by Lemma 4.3. �

There is some interpretation from geometric view for Proposition 4.8. More specifi-

cally, by the definition of trace in second-order cone, we notice

tr(x ◦ y) = 2〈x, y〉 = 2‖x‖ · ‖y‖ cos θ

where θ is the angle between the vectors x and y. According to the definition of absolute

value associated with second-order cone, we know the equality in Proposition 4.8 holds

whenever x, y ∈ Kn or x, y ∈ −Kn. Otherwise, it can be observed that the angle between

|x| and |y| is smaller than the angle between x and y since the vector x, |x| and the axis

of second-order cone are in a hyperplane.

Proposition 4.9. For any x, y ∈ IRn, the following inequalities hold.

(a) tr((x+ y)2) ≤ tr((|x|+ |y|)2), i.e., ‖x+ y‖ ≤ ‖|x|+ |y|‖.

(b) tr((x− y)2) ≥ tr((|x| − |y|)2), i.e., ‖x− y‖ ≥ ‖|x| − |y|‖.

Proof. (a) From Proposition 4.8, we have

tr
(
(x+ y)2

)
= tr

(
x2 + 2x ◦ y + y2

)
≤ tr

(
|x|2 + 2|x| ◦ |y|+ |y|2

)
= tr

(
(|x|+ |y|)2

)
.
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This is equivalent to ‖x+ y‖2 ≤ ‖|x|+ |y|‖2, which implies ‖x+ y‖ ≤ ‖|x|+ |y|‖.

(b) The proof is similar to part(a). �

In contrast to Proposition 4.8, applying Proposition 1.1(a), it is clear that tr(x ◦ y) ≤
tr (|x ◦ y|) because x ◦ y �Kn |x ◦ y|. In view of this, we try to achieve another extension

as below.

Proposition 4.10. (Young inequality-Type III) For any x, y ∈ IRn, there holds

tr(|x ◦ y|) ≤ tr

(
|x|p

p
+
|y|q

q

)
,

where 1 < p, q <∞ and
1

p
+

1

q
= 1.

Proof. For analysis needs, we write x = (x1, x2) ∈ IR × IRn−1 and y = (y1, y2) ∈
IR × IRn−1. Note that if x ◦ y ∈ Kn ∪ (−Kn), the desired inequality holds immediately

by Proposition 4.7 and Proposition 4.8. Thus, it suffices to show the inequality holds for

x ◦ y /∈ Kn ∪ (−Kn). In fact, we only need to show the inequality for the case of x1 ≥ 0

and y1 ≥ 0. The other cases can be derived by suitable changing variable like

|x ◦ y| = | − (x ◦ y)| = |(−x) ◦ y| = |x ◦ (−y)| = |(−x) ◦ (−y)|.

To proceed, we first claim the following inequality

2‖x1y2 + y1x2‖ ≤ |λ1(x)λ1(y)|+ |λ2(x)λ2(y)|, (4.11)

which is also equivalent to 4‖x1y2 + y1x2‖2 ≤ (|λ1(x)λ1(y)| + |λ2(x)λ2(y)|)2. Indeed, we

observe that

4‖x1y2 + y1x2‖2 = 4
(
x21‖y2‖2 + y21‖x2‖2 + 2x1y1〈x2, y2〉

)
.

On the other hand,

(|λ1(x)λ1(y)|+ |λ2(x)λ2(y)|)2

= [λ1(x)λ1(y)]2 + [λ2(x)λ2(y)]2 + 2 |λ1(x)λ1(y)λ2(x)λ2(y)|
= 2(x1y1 + ‖x2‖‖y2‖)2 + 2(x1‖y2‖+ y1‖x2‖)2 + 2

∣∣(x21 − ‖x2‖2) (y21 − ‖y2‖2)∣∣
= 2

(
x21y

2
1 + ‖x2‖2‖y2‖2 + x21‖y2‖2 + y21‖x2‖2

)
+ 8x1y1‖x2‖‖y2‖

+ 2
∣∣(x21 − ‖x2‖2) (y21 − ‖y2‖2)∣∣ .



170 CHAPTER 4. SOC MEANS AND SOC INEQUALITIES

Therefore, we conclude that (4.11) is satisfied by checking

(|λ1(x)λ1(y)|+ |λ2(x)λ2(y)|)2 − 4‖x1y2 + y1x2‖2

= 2
(
x21y

2
1 + ‖x2‖2‖y2‖2 + x21‖y2‖2 + y21‖x2‖2

)
+ 8x1y1‖x2‖‖y2‖

+ 2
∣∣(x21 − ‖x2‖2) (y21 − ‖y2‖2)∣∣− 4

(
x21‖y2‖2 + y21‖x2‖2 + 2x1y1〈x2, y2〉

)
= 2

(
x21y

2
1 + ‖x2‖2‖y2‖2 − x21‖y2‖2 − y21‖x2‖2

)
+ 8x1y1 (‖x2‖‖y2‖ − 〈x2, y2〉)

+2
∣∣(x21 − ‖x2‖2) (y21 − ‖y2‖2)∣∣

= 2
(
x21 − ‖x2‖2

) (
y21 − ‖y2‖2

)
+ 2

∣∣(x21 − ‖x2‖2) (y21 − ‖y2‖2)∣∣
+8x1y1(‖x2‖‖y2‖ − 〈x2, y2〉)

≥ 0,

where the last inequality is due to the Cauchy-Schwarz Inequality.

Suppose that x ◦ y /∈ Kn ∪ (−Kn). From the simple calculation, we have

|x ◦ y| =
(
‖x1y2 + y1x2‖,

x1y1 + 〈x2, y2〉
‖x1y2 + y1x2‖

(x1y2 + y1x2)

)
,

which says tr(|x ◦ y|) = 2‖x1y2 + y1x2‖. Using inequality (4.11), we obtain

tr(|x ◦ y|) ≤ |λ1(x)λ1(y)|+ |λ2(x)λ2(y)|

≤
(
|λ1(x)|p

p
+
|λ1(y)|q

q

)
+

(
|λ2(x)|p

p
+
|λ2(y)|q

q

)
= tr

(
|x|p

p
+
|y|q

q

)
,

where the last inequality holds by the classical Young inequality on real number setting.

�

There also exist some trace versions of Young inequalities in the setting of Euclidean

Jordan algebra, please see [14, Theorem 23] and [79, Theorem 3.5-3.6]. Using the SOC

trace versions of Young inequalities, we can derive the SOC trace versions of Hölder

inequalities as below.

Proposition 4.11. (Hölder inequality-Type I) For any x, y ∈ IRn, there holds

tr(|x| ◦ |y|) ≤ [tr(|x|p)]
1
p · [tr(|x|q)]

1
q ,

where 1 < p, q <∞ and
1

p
+

1

q
= 1.

Proof. Let α = [tr(|x|p)]
1
p and β = [tr(|x|q)]

1
q . By Proposition 4.7, we have

tr

(
|x|
α
◦ |y|
β

)
≤ tr

(
| |x|
α
|p

p
+
| |y|
β
|q

q

)
=

1

p
tr

(
|x|p

αp

)
+

1

q
tr

(
|y|q

βq

)
=

1

p
+

1

q
= 1.
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Therefore, we conclude that

tr(|x| ◦ |y|) ≤ α · β = [tr(|x|p)]
1
p · [tr(|x|q)]

1
q

because α, β > 0. �

Proposition 4.12. (Hölder inequality-Type II) For any x, y ∈ IRn, there holds

tr(|x ◦ y|) ≤ [tr(|x|p)]
1
p · [tr(|x|q)]

1
q ,

where 1 < p, q <∞ and
1

p
+

1

q
= 1.

Proof. The proof is similar to Proposition 4.11 by using Proposition 4.10. �

Remark 4.2. When p = q = 2, both inequalities in Proposition 4.11 and Proposition

4.12 deduce ∣∣2〈x, y〉∣∣ = tr(|x ◦ y|) ≤
[
tr(|x|2)

] 1
2 ·
[
tr(|x|2)

] 1
2 = 2‖x‖ · ‖y‖,

which is equivalent to the Cauchy-Schwarz inequality in IRn.

Next, we present the SOC trace version of Minkowski inequality.

Proposition 4.13. (Minkowski inequality) For any x = (x1, x2) ∈ IR × IRn−1 and

y = (y1, y2) ∈ IR× IRn−1, and p > 1, there holds

[tr(|x+ y|p)]
1
p ≤ [tr(|x|p)]

1
p + [tr(|y|p)]

1
p .

Proof. We partition the proof into three parts. Let q > 1 and 1
p

+ 1
q

= 1.

(i) For x+ y ∈ Kn, we have |x+ y| = x+ y, then we have

tr(|x+ y|p) = tr(|x+ y| ◦ |x+ y|p−1) = tr((x+ y) ◦ |x+ y|p−1)
= tr(x ◦ |x+ y|p−1) + tr(y ◦ |x+ y|p−1)

≤ [tr(|x|p)]
1
p ·
[
tr(|x+ y|(p−1)q)

] 1
q + [tr(|y|p)]

1
p ·
[
tr(|x+ y|(p−1)q)

] 1
q

=
(

[tr(|x|p)]
1
p + [tr(|y|p)]

1
p

)
· [tr(|x+ y|p)]

1
q ,

which implies [tr(|x+ y|p)]
1
p ≤ [tr(|x|p)]

1
p + [tr(|y|p)]

1
p .

(ii) For x+ y ∈ −Kn, we have |x+ y| = −x− y, then we have

tr(|x+ y|p) = tr((−x) ◦ |x+ y|p−1) + tr((−y) ◦ |x+ y|p−1)

≤ [tr(|x|p)]
1
p ·
[
tr(|x+ y|(p−1)q)

] 1
q + [tr(|y|p)]

1
p ·
[
tr(|x+ y|(p−1)q)

] 1
q

=
(

[tr(|x|p)]
1
p + [tr(|y|p)]

1
p

)
· [tr(|x+ y|p)]

1
q ,
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which also implies [tr(|x+ y|p)]
1
p ≤ [tr(|x|p)]

1
p + [tr(|y|p)]

1
p .

(iii) For x+ y /∈ Kn ∪ (−Kn), we note that λ1(x+ y) < 0 and λ2(x+ y) > 0, which says,

|λ1(x+ y)| = |x1 + y1 − ‖x2 + y2‖| = ‖x2 + y2‖ − x1 − y1 ≤ ‖x2‖+ ‖y2‖ − x1 − y1,
|λ2(x+ y)| = |x1 + y1 + ‖x2 + y2‖| = x1 + y1 + ‖x2 + y2‖ ≤ x1 + y1 + ‖x2‖+ ‖y2‖.

This yields

[tr(|x+ y|p)]
1
p = [|λ1(x+ y)|p + |λ2(x+ y)|p]

1
p

≤ [(‖x2‖+ ‖y2‖ − x1 − y1)p + (‖x2‖+ ‖y2‖+ x1 + y1)
p]

1
p

= [(−λ1(x)− λ1(y))p + (λ2(x) + λ2(y))p]
1
p

= [|λ1(x) + λ1(y)|p + |λ2(x) + λ2(y)|p]
1
p

≤ [|λ1(x)|p + |λ2(x)|p]
1
p + [|λ1(y)|p + |λ2(y)|p]

1
p

= [tr(|x|p)]
1
p + [tr(|y|p)]

1
p ,

where the last inequality holds by the classical Minkowski inequality on real number

setting. �

Remark 4.3. We elaborate more about Proposition 4.13. We can define a norm ||| · |||p
on IRn by

|||x|||p := [tr(|x|p)]
1
p ,

and hence it induces a distance d(x, y) = |||x − y|||p on IRn. In particular, this norm

will deduce the Euclidean-norm when p = 2, and the inequality reduces to the triangular

inequality. In addition, this norm is similar to Schatten p-norm, which arise when ap-

plying the p-norm to the vector of singular values of a matrix. For more details, please

refer to [22].

According to the arguments in Proposition 4.13, if we wish to establish the SOC trace

version of Minkowski inequality in general case without any restriction, the crucial key

is verifying the SOC triangular inequality

|x+ y| �Kn |x|+ |y|.

Unfortunately, this inequality does not hold. To see this, checking x = (
√

2, 1,−1) and

y = (−
√

2,−1, 0) will lead to a counterexample. More specifically, x ∈ Kn, y ∈ −Kn, and

x+ y = (0, 0,−1) /∈ Kn ∪ (−Kn), which says |x+ y| = (1, 0, 0) and |x|+ |y| = x+ (−y) =

(2
√

2, 2,−1). Hence,

|x|+ |y| − |x+ y| = (2
√

2− 1, 2,−1) /∈ Kn ∪ (−Kn).

Moreover, we have

λ1(|x+ y|) = 1 > 2
√

2−
√

5 = λ1(|x|+ |y|),
λ2(|x+ y|) = 1 < 2

√
2 +
√

5 = λ2(|x|+ |y|).
Nonetheless, we build another SOC trace version of triangular inequality as below.
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Proposition 4.14. (Triangular inequality) For any x = (x1, x2) ∈ IR × IRn−1 and

y = (y1, y2) ∈ IR× IRn−1, there holds

tr(|x+ y|) ≤ tr(|x|) + tr(|y|).

Proof. In order to complete the proof, we discuss three cases.

(i) If x+ y ∈ Kn, then |x+ y| = x+ y �Kn |x|+ |y|, and hence

tr(|x+ y|) ≤ tr(|x|) + tr(|y|)

by Proposition 1.1(a).

(ii) If x+ y ∈ −Kn, then |x+ y| = −x− y �Kn |x|+ |y|, and hence

tr(|x+ y|) ≤ tr(|x|) + tr(|y|).

(iii) Suppose x + y /∈ Kn ∪ (−Kn), we have |x + y| =
(
‖x2 + y2‖, x1+y1

‖x2+y2‖(x2 + y2)
)

from

simple calculation, then

tr(|x+ y|) = 2‖x2 + y2‖.

If one of x, y is in Kn (for convenience, we let x ∈ Kn), we have two subcases: y ∈ −Kn
and y /∈ Kn ∪ (−Kn). For y ∈ −Kn, we have |y| = −y and −y1 ≥ ‖y2‖, and hence

tr(|x|+ |y|) = tr(x− y) = 2(x1 − y1) ≥ 2(‖x2‖+ ‖y2‖) ≥ 2‖x2 + y2‖ = tr(|x+ y|).

For y /∈ Kn ∪ (−Kn), we have |y| =
(
‖y2‖, y1

‖y2‖y2

)
, and hence

tr(|x|+ |y|) = 2(x1 + ‖y2‖) ≥ 2(‖x2‖+ ‖y2‖) ≥ 2‖x2 + y2‖ = tr(|x+ y|).

If one of x, y is in −Kn, then the argument is similar. To complete the proof, it remains

to show the inequality holds for x, y /∈ Kn ∪ (−Kn). Indeed, in this case, we have

tr(|x|+ |y|) = 2(‖x2‖+ ‖y2‖) ≥ 2‖x2 + y2‖ = tr(|x+ y|).

Hence, we complete the proof. �

To close this section, we comment a few words about the aforementioned inequalities.

In real analysis, Young inequality is the main tool to derive the Hölder inequality, and

then the Minkowski inequality can be derived by applying Hölder inequality. Tao et al.

[143] establish a trace p-norm in the setting of Euclidean Jordan algebra. In particular,

they directly show the trace version of Minkowski inequality, see [143, Theorem 4.1]. As

an application of trace versions of Young inequalities, we use the approach which follows

the same idea as in real analysis to derive the trace versions of Hölder inequalities.

Furthermore, the SOC trace version of Minkowski inequality is also deduced. On the

other hand, the trace version of Triangular inequality holds for any Euclidean Jordan

algebra, see [97, Proposition 4.3] and [143, Corollary 3.1]. In the setting of second-order

cone, we prove the inequality by discussing three cases directly.
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 min ሼ𝑎, 𝑏ሽ

 𝐻ሺ𝑎, 𝑏ሻ  𝐺ሺ𝑎, 𝑏ሻ  𝐿ሺ𝑎, 𝑏ሻ  𝐴ሺ𝑎, 𝑏ሻ

 m𝑎𝑥 ሼ𝑎, 𝑏ሽ 𝐻ఒሺ𝑎, 𝑏ሻ  𝐺ఒሺ𝑎, 𝑏ሻ  𝐴ఒሺ𝑎, 𝑏ሻ

𝜆 ൌ
1
2

𝜆

 𝑏

 𝑎

 𝑀ఔሺ𝑎, 𝑏ሻ
𝜈 ൌ

1
2

𝜈 ൌ 1

𝜆 ൌ 1

Figure 4.1: Relationship between means defined on real number.

4.3 SOC weighted means and trace inequalities

In this section, we further investigate the weighted means and their induced inequalities

associated with SOC. More specifically, we set up the concepts of some weighted means

in the SOC setting. Then, we achieve a few inequalities on the new-extended weighted

means and their corresponding traces associated with second-order cone. As a byproduct,

a version of Powers-Størmers inequality is established. Indeed, for real numbers, there

exits a diagraph regarding the weighted means and the weighted Arithmetic-Geometric-

Mean inequality, see Figure 4.1. The direction of arrow in Figure 4.1 represents the

ordered relationship. We shall define these weighted means in the setting of second-order

cone and build up the relationship among these SOC weighted means.

Lemma 4.4. Suppose that V is a Jordan algebra with an identity element e. Let P (x)

be defined as in (4.5). Then, P (x) possesses the following properties.

(a) An element x is invertible if and only if P (x) is invertible. In this case, P (x)x−1 = x

and P (x)−1 = P (x−1).

(b) If x and y are invertible, then P (x)y is invertible and (P (x)y)−1 = P (x−1)y−1.

(c) For any elements x and y, P (P (x)y) = P (x)P (y)P (x). In particular, P (x2) =

P (x)2.

(d) For any elements x, y ∈ Ω, x � y if and only if P (x) � P (y), which means P (y)−
P (x) is a positive semidefinite matrix.

Proof. Please see Proposition II.3.1, Proposition II.3.2, and Proposition II.3.4 of [62]

and Lemma 2.3 of [100]. �

Recall that a binary operation (x, y) 7→M(x, y) defined on int(Kn)× int(Kn) is called

an SOC mean if it satisfies all conditions in Definition 4.1. In light of A(x, y), H(x, y),
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G(x, y), we consider their corresponding SOC weighted means as below. For 0 ≤ λ ≤ 1,

we let

Aλ(x, y) := (1− λ)x+ λy, (4.12)

Hλ(x, y) :=
(
(1− λ)x−1 + λy−1

)−1
, (4.13)

Gλ(x, y) := P
(
x

1
2

)(
P (x−

1
2 )y
)λ
, (4.14)

denote the SOC weighted arithmetic mean, the SOC weighted harmonic mean, and the

SOC weighted geometric mean, respectively. According to the definition, it is clear that

A1−λ(x, y) = Aλ(y, x),

H1−λ(x, y) = Hλ(y, x),

G1−λ(x, y) = Gλ(y, x).

We note that when λ = 1/2, these SOC weighted means coincide with the SOC arithmetic

mean A(x, y), the SOC harmonic mean H(x, y), and the SOC geometric mean G(x, y),

respectively.

Proposition 4.15. Suppose 0 ≤ λ ≤ 1. Let Aλ(x, y), Hλ(x, y), and Gλ(x, y) be defined

as in (4.12), (4.13), and (4.14), respectively. Then, for any x �Kn 0 and y �Kn 0, there

holds

x ∧ y �Kn Hλ(x, y) �Kn Gλ(x, y) �Kn Aλ(x, y) �Kn x ∨ y.

Proof. (i) To verify the first inequality, we discuss two cases. For 1
2
(x + y − |x − y|) /∈

Kn, the inequality holds automatically. For 1
2
(x + y − |x − y|) ∈ Kn, we note that

1
2
(x+y−|x−y|) �Kn x and 1

2
(x+y−|x−y|) �Kn y. Then, using the SOC-monotonicity

of f(t) = −t−1 shown in Proposition 2.3, we obtain

x−1 �Kn
(
x+ y − |x− y|

2

)−1
and y−1 �Kn

(
x+ y − |x− y|

2

)−1
,

which imply

(1− λ)x−1 + λy−1 �Kn
(
x+ y − |x− y|

2

)−1
.

Next, applying the SOC-monotonicity again to this inequality, we conclude that

x+ y − |x− y|
2

�Kn
(
(1− λ)x−1 + λy−1

)−1
.

(ii) For the second and third inequalities, it suffices to verify the third inequality (the

second one can be deduced thereafter). Let s = P (x−
1
2 )y − e, which gives s �Kn −e.

Then, applying Lemma 4.1 yields(
e+ P (x−

1
2 )y − e

)λ
�Kn e+ λ

[
P (x−

1
2 )y − e

]
,
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which is equivalent to

0 �Kn (1− λ)e+ λ
[
P (x−

1
2 )y
]
−
(
P (x−

1
2 )y
)λ
.

Since P (x
1
2 ) is invariant on Kn, we have

0 �Kn P (x
1
2 )

(
(1− λ)e+ λ

[
P (x−

1
2 )y
]
−
(
P (x−

1
2 )y
)λ)

= (1− λ)x+ λy − P (x
1
2 )
(
P (x−

1
2 )y
)λ
,

and hence

P (x
1
2 )
(
P (x−

1
2 )y
)λ
�Kn (1− λ)x+ λy. (4.15)

For the second inequality, replacing x and y in (4.15) by x−1 and y−1, respectively, gives

P (x−
1
2 )
(
P (x

1
2 )y−1

)λ
�Kn (1− λ)x−1 + λy−1.

Using the SOC-monotonicity again, we conclude

(
(1− λ)x−1 + λy−1

)−1 �Kn (P (x−
1
2 )
(
P (x

1
2 )y−1

)λ)−1
= P (x

1
2 )
(
P (x−

1
2 )y
)λ
,

where the equality holds by Lemma 4.4(b).

(iii) To see the last inequality, we observe that x �Kn 1
2
(x + y + |x − y|) and y �Kn

1
2
(x+ y + |x− y|), which imply

(1− λ)x+ λy �Kn
x+ y + |x− y|

2
.

Then, the desired result follows. �

In Section 4.2, we have established three SOC trace versions of Young inequalities.

Based on Proposition 4.15, we provide the SOC determinant version of Young inequality.

Proposition 4.16. (Determinant Young inequality) For any x �Kn 0 and y �Kn 0,

there holds

det(x ◦ y) ≤ det

(
xp

p
+
yq

q

)
,

where 1 < p, q <∞ and
1

p
+

1

q
= 1.

Proof. Since xp

p
+ yq

q
�Kn G 1

q
(xp, yq) = P (x

p
2 )
(
P (x−

p
2 )yq

) 1
q , and hence

det

(
xp

p
+
yq

q

)
≥ det

(
P (x

p
2 )
(
P (x−

p
2 )yq

) 1
q

)
= det(x) det(y) ≥ det(x ◦ y)
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by [62, Proposition III.4.2] and Proposition 1.2(b). �

Now, we consider the family of Heinz means

Mν(a, b) :=
aνb1−ν + a1−νbν

2

for a, b > 0 and 0 ≤ ν ≤ 1. Following the idea of Kubo-Ando extension in [96], the SOC

Heinz mean can be defined as

Mν(x, y) :=
Gν(x, y) +Gν(y, x)

2
, (4.16)

where x, y �Kn 0 and 0 ≤ ν ≤ 1. We point out that an obvious “naive” extension could

be

Bν(x, y) :=
xν ◦ y1−ν + x1−ν ◦ yν

2
. (4.17)

Unfortunately, Bν may not always satisfy the definition of SOC mean. Although it is

not an SOC mean, we still are interested in seeking the trace or norm inequality about

Bν and other SOC means, and it will be discussed later.

For any positive numbers a, b, it is well-known that

√
ab ≤Mν(a, b) ≤

a+ b

2
. (4.18)

Together with the proof of Proposition 4.15, we can obtain the following inequality ac-

cordingly.

Proposition 4.17. Suppose 0 ≤ ν ≤ 1 and λ = 1
2
. Let A 1

2
(x, y), G 1

2
(x, y), and Mν(x, y)

be defined as in (4.12), (4.14), and (4.16), respectively. Then, for any x �Kn 0 and

y �Kn 0, there holds

G 1
2
(x, y) �Kn Mν(x, y) �Kn A 1

2
(x, y).

Proof. Consider x �Kn 0, y �Kn 0 and 0 ≤ ν ≤ 1, from Proposition 4.15, we have

Mν(x, y) =
Gν(x, y) +Gν(y, x)

2

�Kn
Aν(x, y) + Aν(y, x)

2
= A 1

2
(x, y).
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On the other hand, we note that

Mν(x, y) =
Gν(x, y) +G1−ν(x, y)

2

=
P (x

1
2 )
(
P (x−

1
2 )y
)ν

+ P (x
1
2 )
(
P (x−

1
2 )y
)1−ν

2

= P (x
1
2 )


(
P (x−

1
2 )y
)ν

+
(
P (x−

1
2 )y
)1−ν

2


�Kn P (x

1
2 )

((
P (x−

1
2 )y
) ν

2 ◦
(
P (x−

1
2 )y
) 1−ν

2

)
= G 1

2
(x, y),

where the inequality holds due to the fact
u+ v

2
�Kn u

1
2 ◦ v

1
2 for any u, v ∈ Kn and the

invariant property of P (x
1
2 ) on Kn. �

Over all, we could have a picture regarding the ordered relationship of these SOC

weighted means as depicted in Figure 4.2.

 𝑥 ∧ 𝑦

 𝐻ሺ𝑥, 𝑦ሻ  𝐺ሺ𝑥, 𝑦ሻ  𝐿ሺ𝑥, 𝑦ሻ  𝐴ሺ𝑥, 𝑦ሻ

  𝑥 ∨ 𝑦 𝐻ఒሺ𝑥, 𝑦ሻ  𝐺ఒሺ𝑥, 𝑦ሻ  𝐴ఒሺ𝑥, 𝑦ሻ 𝜆

 𝑥

 𝑦

 𝑀ఔሺ𝑥, 𝑦ሻ
𝜈 ൌ

1
2

𝜈 ൌ 1

𝜆 ൌ
1
2

𝜆 ൌ 1

Figure 4.2: Relationship between means defined on second-order cone.

Up to now, we have extended the weighted harmonic mean, weighted geometric mean,

weighted Heinz mean, and weighted arithmetic mean to second-order cone setting. As

below, we explore some other inequalities associated with traces of these SOC weighted

means. First, by applying Proposition 1.1(b), we immediately obtain the following trace

inequalities for SOC weighted means.

Proposition 4.18. Suppose 0 ≤ λ ≤ 1. Let Aλ(x, y), Hλ(x, y), and Gλ(x, y) be defined

as in (4.12), (4.13), and (4.14), respectively. For, any x �Kn 0 and y �Kn 0, there holds

tr(x ∧ y) ≤ tr(Hλ(x, y)) ≤ tr(Gλ(x, y)) ≤ tr(Aλ(x, y)) ≤ tr(x ∨ y).
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Proposition 4.19. Suppose 0 ≤ ν ≤ 1 and λ = 1
2
. Let A 1

2
(x, y), H 1

2
(x, y), G 1

2
(x, y),

and Mν(x, y) be defined as in (4.12), (4.13), (4.14), and (4.16), respectively. Then, for

any x �Kn 0 and y �Kn 0, there holds

tr(x ∧ y) ≤ tr(H 1
2
(x, y)) ≤ tr(G 1

2
(x, y)) ≤ tr(Mν(x, y)) ≤ tr(A 1

2
(x, y)) ≤ tr(x ∨ y).

As mentioned earlier, there are some well-known means, like Heinz mean

Mν(a, b) =
aνb1−ν + a1−νbν

2
, for 0 < ν < 1,

which cannot serve as SOC means albeit it is a natural extension. Even though they are

not SOC means, it is still possible to derive some trace or norm inequality about these

means.

Next, we pay attention to another special inequality. The Powers-Størmers inequality

asserts that for s ∈ [0, 1] the following inequality

2Tr
(
AsB1−s) ≥ Tr (A+B − |A−B|)

holds for any pair of positive definite matrices A, B. This is a key inequality to prove the

upper bound of Chernoff bound, in quantum hypothesis testing theory [4]. In [73, 74],

Hoa, Osaka and Tomiyama investigate the generalized Powers-Størmer inequality. More

specifically, for any positive matrices A, B and matrix-concave function f , they prove

that

Tr(A) + Tr(B)−Tr(|A−B|) ≤ 2Tr
(
f(A)

1
2 g(B)f(A)

1
2

)
,

where g(t) =

{
t

f(t)
, t ∈ (0,∞)

0, t = 0
. Moreover, Hoa et al. also shows that the Powers-

Størmers Inequality characterizes the trace property for a normal linear positive func-

tional on a von Neumann algebras and for a linear positive functional on a C∗-algebra.

Motivated by the above facts, we establish a version of the Powers-Størmers inequality

for SOC-monotone function on [0,∞) in the SOC setting.

Proposition 4.20. For any x, y, z ∈ IRn, there holds tr((x ◦ y) ◦ z) = tr(x ◦ (y ◦ z)).

Proof. From direct computation, we have x ◦ y = (x1y1 + 〈x2, y2〉, x1y2 + y1x2) and

tr((x ◦ y) ◦ z) = 2 (x1y1z1 + z1〈x2, y2〉+ x1〈y2, z2〉+ y1〈x2, z2〉) .

Similarly, we also have y ◦ z = (y1z1 + 〈y2, z2〉, y1z2 + z1y2) and

tr(x ◦ (y ◦ z)) = 2 (x1y1z1 + x1〈y2, z2〉+ y1〈x2, z2〉+ z1〈x2, y2〉) .

Therefore, we conclude the desired result. �

According to the proof in [73, 74], the crucial point is under what conditions of f(t),

there holds the SOC-monotonicity of t
f(t)

. For establishing the SOC version of Powers-

Størmers Inequality, it is also a key, which is answered in next proposition.
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Proposition 4.21. Let f be a strictly positive, continuous function on [0,∞). The

function g(t) :=
t

f(t)
is SOC-monotone if one of the following conditions holds.

(a) f is matrix-monotone of order 4;

(b) f is matrix-concave of order 3;

(c) For any contraction T : Kn 7→ Kn and z ∈ Kn, there holds

f soc(Tz) �Kn Tf
soc(z). (4.19)

Proof. (a) According to [73, Proposition 2.1], the 4-matrix-monotonicity of f would

imply the 2-matrix-monotonicity of g, which coincides with the SOC-monotonicity by

Proposition 2.23.

(b) From [74, Theorem 2.1], the 3-matrix-concavity of f implies the 2-matrix-monotonicity

of g, which coincides with the SOC-monotonicity as well.

(c) Suppose 0 ≺Kn x �Kn y, we have P (x
1
2 ) � P (y

1
2 ) by SOC-monotonicity of t1/2 and

Lemma 4.4, which implies ‖P (x
1
2 )P (y−

1
2 )‖ ≤ 1. Hence, P (x

1
2 )P (y−

1
2 ) is an contraction.

Then

x = P (x
1
2 )(P (y−

1
2 )y)

=⇒ f soc(x) = f soc(P (x
1
2 )(P (y−

1
2 )y))

=⇒ f soc(x) �Kn P (x
1
2 )(P (y−

1
2 )f soc(y))

⇐⇒ P (x−
1
2 )f soc(x) �Kn P (y−

1
2 )f soc(y)

⇐⇒ x−1 ◦ f soc(x) �Kn y
−1 ◦ f soc(y)

⇐⇒ x ◦ (f soc(x))−1 �Kn y ◦ (f soc(y))−1

⇐⇒ gsoc(x) �Kn g
soc(y),

where the second implication holds by setting T = P (x
1
2 )P (y−

1
2 ) and the first equivalence

holds by the invariant property of P (x−
1
2 ) on Kn. �

Remark 4.4. We elaborate more about Proposition 4.21. We notice that the SOC-

monotonicity and SOC-concavity of f are not strong enough to guarantee the SOC-

monotonicity of g. Indeed, the SOC-monotonicity and SOC-concavity only coincides with

the 2-matrix-monotonicity and 2-matrix-concavity, respectively. Hence, we need stronger

condition on f to assure the SOC-monotonicity of g. Another point to mention is that

the condition (4.19) in Proposition 4.21(c) is a similar idea for SOC setting parallel to

the following condition:

C∗f(A)C � f(C∗AC) (4.20)

for any positive semidefinite A and a contraction C in the space of matrices. This in-

equality (4.20) plays a key role in proving matrix-monotonicity and matrix-convexity.
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For more details about this condition, please refer to [73, 74]. To the contrast, it is not

clear about how to define (·)∗ associated with SOC. Nonetheless, we figure out that the

condition (4.19) may act as a role like (4.20).

Proposition 4.22. Let f : [0,∞) −→ (0,∞) be SOC-monotone and satisfy one of the

conditions in Proposition 4.21. Then, for any x, y ∈ Kn, there holds

tr(x+ y)− tr(|x− y|) ≤ 2tr
(
f soc(x)

1
2 ◦ gsoc(y) ◦ f soc(x)

1
2

)
, (4.21)

where g(t) = t
f(t)

if t > 0, and g(0) = 0.

Proof. For any x, y ∈ Kn, it is known that x− y can be expressed as [x− y]+− [x− y]−.

Let us denote by p := [x− y]+ and q := [x− y]−. Then we have

x− y = p− q and |x− y| = p + q

and the inequality (4.21) is equivalent to the following

tr(x)− tr
(
f soc(x)

1
2 ◦ gsoc(y) ◦ f soc(x)

1
2

)
≤ tr(p).

Since y+p �Kn y �Kn 0 and y+p = x+q �Kn x �Kn 0, we have gsoc(x) �Kn gsoc(y+p)

and by Proposition 4.20

tr(x)− tr
(
f soc(x)

1
2 ◦ gsoc(y) ◦ f soc(x)

1
2

)
= tr

(
f soc(x)

1
2 ◦ gsoc(x) ◦ f soc(x)

1
2

)
− tr

(
f soc(x)

1
2 ◦ gsoc(y) ◦ f soc(x)

1
2

)
≤ tr

(
f soc(x)

1
2 ◦ gsoc(y + p) ◦ f soc(x)

1
2

)
− tr

(
f soc(x)

1
2 ◦ gsoc(y) ◦ f soc(x)

1
2

)
= tr

(
f soc(x)

1
2 ◦ (gsoc(y + p)− gsoc(y)) ◦ f soc(x)

1
2

)
≤ tr

(
f soc(y + p)

1
2 ◦ (gsoc(y + p)− gsoc(y)) ◦ f soc(y + p)

1
2

)
= tr

(
f soc(y + p)

1
2 ◦ gsoc(y + p) ◦ f soc(y + p)

1
2

)
−tr

(
f soc(y + p)

1
2 ◦ gsoc(y) ◦ f soc(y + p)

1
2

)
≤ tr(y + p)− tr

(
f soc(y)

1
2 ◦ gsoc(y) ◦ f soc(y)

1
2

)
= tr(y + p)− tr(y)

= tr(p).

Hence, we prove the assertion. �

As an application we achieve the SOC version of Powers-Størmer’s inequality.
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Proposition 4.23. For any x, y ∈ Kn and 0 ≤ λ ≤ 1, there holds

tr (x+ y − |x− y|) ≤ 2tr
(
xλ ◦ y1−λ

)
≤ tr (x+ y + |x− y|) .

Proof. (i) For the first inequality, taking f(t) = tλ for 0 ≤ λ ≤ 1 and applying

Proposition 4.22. It is known that f is matrix-monotone with f((0,∞)) ⊆ (0,∞) and

g(t) = t
f(t)

= t1−λ. Then, the inequality follows from (4.21) in Proposition 4.22.

(ii) For the second inequality, we note that

0 �Kn x �Kn
x+ y + |x− y|

2
,

0 �Kn y �Kn
x+ y + |x− y|

2
.

Moreover, for 0 ≤ λ ≤ 1, f(t) = tλ is SOC-monotone on [0,∞). This implies that

0 �Kn xλ �Kn
(
x+ y + |x− y|

2

)λ
,

0 �Kn y1−λ �Kn
(
x+ y + |x− y|

2

)1−λ

.

Then, applying Lemma 4.3 gives

tr
(
xλ ◦ y1−λ

)
≤ tr

(
x+ y + |x− y|

2

)
,

which is the desired result. �

According to the definition of Bλ, we observe that

B0(x, y) = B1(x, y) =
x+ y

2
= A 1

2
(x, y).

This together with Proposition 4.22 leads to

tr(x ∧ y) ≤ tr (Bλ(x, y)) ≤ tr(x ∨ y).

In fact, we can sharpen the upper bound of tr(Bλ(x, y)) as shown in the following propo-

sition, which also shows when the maximum occurs. Moreover, the inequality (4.18)

remains true for second-order cone, in the following trace version.

Proposition 4.24. For any x, y ∈ Kn and 0 ≤ λ ≤ 1, there holds

2tr
(
x

1
2 ◦ y

1
2

)
≤ tr

(
xλ ◦ y1−λ + x1−λ ◦ yλ

)
≤ tr(x+ y),

which is equivalent to tr
(
x

1
2 ◦ y 1

2

)
≤ tr (Bλ(x, y)) ≤ tr(A 1

2
(x, y)). In particular,

tr
(
x1−λ ◦ yλ

)
≤ tr (Aλ(x, y)) .
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Proof. It is clear that the inequalities hold when λ = 0, 1. Suppose that λ 6= 0, 1, we set

p = 1
λ
, q = 1

1−λ .

For the first inequality, we write x = ξ1u
(1)
x + ξ2u

(2)
x , y = µ1u

(1)
y + µ2u

(2)
y by spectral

decomposition (1.2)-(1.4). We note that ξi, µj ≥ 0 and u
(i)
x , u

(j)
y ∈ Kn for all i, j = 1, 2.

Then

xλ ◦ y1−λ + x1−λ ◦ yλ − 2x
1
2 ◦ y

1
2 =

2∑
i,j=1

(
ξλi µ

1−λ
j + ξ1−λi µλj − 2

√
ξiµj

)
u(i)x ◦ u(j)y ,

which implies

tr
(
xλ ◦ y1−λ + x1−λ ◦ yλ − 2x

1
2 ◦ y

1
2

)
= tr

(
2∑

i,j=1

(
ξλi µ

1−λ
j + ξ1−λi µλj − 2

√
ξiµj

)
u(i)x ◦ u(j)y

)

=
2∑

i,j=1

tr
((
ξλi µ

1−λ
j + ξ1−λi µλj − 2

√
ξiµj

)
u(i)x ◦ u(j)y

)
=

2∑
i,j=1

(
ξλi µ

1−λ
j + ξ1−λi µλj − 2

√
ξiµj

)
tr
(
u(i)x ◦ u(j)y

)
≥ 0,

where the inequality holds by (4.18) and Property 1.3(d).

For the second inequality, by the trace version of Young inequality in Proposition 4.10,

we have

tr
(
xλ ◦ y1−λ

)
≤ tr

(
(xλ)p

p
+

(y1−λ)q

q

)
= tr

(
x

p
+
y

q

)
,

tr
(
x1−λ ◦ yλ

)
≤ tr

(
(x1−λ)q

q
+

(yλ)p

p

)
= tr

(
x

q
+
y

p

)
.

Adding up these two inequalities together yields the desired result. �
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Chapter 5

Possible Extensions

It is known that the concept of convexity plays a central role in many applications includ-

ing mathematical economics, engineering, management science, and optimization theory.

Moreover, much attention has been paid to its generalization, to the associated general-

ization of the results previously developed for the classical convexity, and to the discovery

of necessary and/or sufficient conditions for a function to have generalized convexities.

Some of the known extensions are quasiconvex functions, r-convex functions [11, 151],

and SOC-convex functions as introduced in Chapter 2. Other further extensions can be

found in [127, 149]. For a single variable continuous, the midpoint-convex function on IR

is also a convex function. This result was generalized in [148] by relaxing continuity to

lower-semicontinuity and replacing the number 1
2

with an arbitrary parameter α ∈ (0, 1).

An analogous consequence was obtained in [112, 149] for quasiconvex functions.

To understand the main idea behind r-convex function, we recall some concepts that

were independently defined by Martos [107] and Avriel [12], and has been studied by the

latter author. Indeed, this concept relies on the classical definition of convex functions and

some well-known results from analysis dealing with weighted means of positive numbers.

Let w = (w1, ..., wm) ∈ IRm, q = (q1, ..., qm) ∈ IRm be vectors whose components are

positive and nonnegative numbers, respectively, such that
∑m

i=1 qi = 1. Given the vector

of weights q, the weighted r-mean of the numbers w1, ..., wm is defined as below (see [71]):

Mr(w; q) = Mr(w1, ..., wm; q) :=


(

m∑
i=1

qi(wi)
r

)1/r

if r 6= 0,

m∏
i=1

(wi)
qi if r = 0.

(5.1)

It is well-known from [71] that for s > r, there holds

Ms(w1, ..., wm; q) ≥Mr(w1, ..., wm; q) (5.2)

for all q1, ..., qm ≥ 0 with
∑m

i=1 qi = 1. The r-convexity is built based on the aforemen-

tioned weighted r-mean. For a convex set S ⊆ IRn, a real-valued function f : S ⊆ IRn →

185
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IR is said to be r-convex if, for any x, y ∈ S, λ ∈ [0, 1], q1 = λ, q2 = 1 − λ, q = (q1, q2),

there has

f(q1x+ q2y) ≤ ln
{
Mr

(
ef(x), ef(y); q

)}
.

From (5.1), it can be verified that the above inequality is equivalent to

f (λx+ (1− λ)y) ≤

{
ln
[
λerf(x) + (1− λ)erf(y)

]1/r
if r 6= 0,

λf(x) + (1− λ)f(y) if r = 0.
(5.3)

Similarly, f is said to be r-concave on S if the inequality (5.3) is reversed. It is clear

from the above definition that a real-valued function is convex (concave) if and only if it

is 0-convex (0-concave). Besides, for r < 0 (r > 0), an r-convex (r-concave) function is

called superconvex (superconcave); while for r > 0 (r < 0), it is called subconvex (subcon-

cave). In addition, it can be verified that the r-convexity of f on C with r > 0 (r < 0)

is equivalent to the convexity (concavity) of erf on S.

A function f : S ⊆ IRn → IR is said to be quasiconvex on S if, for all x, y ∈ S,

f (λx+ (1− λ)y) ≤ max {f(x), f(y)} , 0 ≤ λ ≤ 1.

Analogously, f is said to be quasiconcave on S if, for all x, y ∈ S,

f (λx+ (1− λ)y) ≥ min {f(x), f(y)} , 0 ≤ λ ≤ 1.

From [71], we know that

lim
r→∞

Mr(w1, ..., wm; q) ≡ M∞(w1, ..., wm) = max{w1, ..., wm},

lim
r→−∞

Mr(w1, · · · , wm; q) ≡ M−∞(w1, ..., wm) = min{w1, · · · , wm}.

Then, it follows from (5.2) that M∞(w1, ..., wm) ≥ Mr(w1, ..., wm; q) ≥ M−∞(w1, ..., wm)

for every real number r. Thus, if f is r-convex on S, it is also (+∞)-convex, that is,

f(λx + (1 − λ)y) ≤ max{f(x), f(y)} for every x, y ∈ S and λ ∈ [0, 1]. Similarly, if f is

r-concave on S, it is also (−∞)-concave, i.e., f(λx+ (1− λ)y) ≥ min{f(x), f(y)}.

The following review some basic properties regarding r-convex function from [11] that

will be used in the subsequent analysis.

Property 5.1. Let f : S ⊆ IRn → IR. Then, the followings hold.

(a) If f is r-convex (r-concave) on S, then f is also s-convex (s-concave) on S for s > r

(s < r).

(b) Suppose that f is twice continuously differentiable on S. For any (x, r) ∈ S× IR, we

define

φ(x, r) = ∇2f(x) + r∇f(x)∇f(x)T .

Then, f is r-convex on S if and only if φ is positive semidefinite for all x ∈ S.
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(c) Every r-convex (r-concave) function on a convex set S is also quasiconvex (quasi-

concave) on S.

(d) f is r-convex if and only if (−f) is (−r)-concave.

(e) Let f be r-convex (r-concave), α ∈ IR and k > 0. Then f+α is r-convex (r-concave)

and k · f is ( r
k
)-convex (( r

k
)-concave).

(f) Let φ, ψ : S ⊆ IRn → IR be r-convex (r-concave) and α1, α2 > 0. Then, the function

θ defined by

θ(x) =

{
ln
[
α1e

rφ(x) + α2e
rψ(x)

]1/r
if r 6= 0,

α1φ(x) + α2ψ(x) if r = 0,

is also r-convex (r-concave).

(g) Let φ : S ⊆ IRn → IR be r-convex (r-concave) such that r ≤ 0 (r ≥ 0) and let the

real valued function ψ be nondecreasing s-convex (s-concave) on IR with s ∈ IR.

Then, the composite function θ = ψ ◦ φ is also s-convex (s-concave).

(h) φ : S ⊆ IRn → IR is r-convex (r-concave) if and only if, for every x, y ∈ S, the

function ψ given by

ψ(λ) = φ ((1− λ)x+ λy)

is an r-convex (r-concave) function of λ for 0 ≤ λ ≤ 1.

(i) Let φ be a twice continuously differentiable real quasiconvex function on an open

convex set S ⊆ IRn. If there exists a real number r∗ satisfying

r∗ = sup
x∈S, ‖z‖=1

−zT∇2φ(x)z

[zT∇φ(x)]2
(5.4)

whenever zT∇φ(x) 6= 0, then φ is r-convex for every r ≥ r∗. We obtain the r-

concave analog of the above theorem by replacing supremum in (5.4) by infimum.

5.1 Examples of r-functions

In this section, we try to discover some new r-convex functions which can be verified by

applying Property 5.1. With these examples, we have a more complete picture about

characterizations of r-convex functions. Moreover, for any given r, we also provide ex-

amples which are r-convex functions.

Example 5.1. For any real number p, let f : (0,∞)→ IR be defined by f(t) = tp.

(a) If p > 0, then f is convex for p ≥ 1, and (+∞)-convex for 0 < p < 1.
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(b) If p < 0, then f is convex.

Solution. To see this, we first note that f ′(t) = ptp−1, f ′′(t) = p(p− 1)tp−2 and

sup
s·f ′(t)6=0,|s|=1

−s · f ′′(t) · s
[s · f ′(t)]2

= sup
p 6=0

(1− p)t−p

p
=

{
∞ if 0 < p < 1,

0 if p > 1 or p < 0.

Then, applying Property 5.1 yields the desired result. �

Example 5.2. Suppose that f is defined on (−π
2
, π
2
).

(a) The function f(t) = sin t is ∞-convex.

(b) The function f(t) = tan t is 1-convex.

(c) The function f(t) = ln(sec t) is (−1)-convex.

(d) The function f(t) = ln |sec t+ tan t| is 1-convex.

Solution. (a) We note that f ′(t) = cos t, f ′′(t) = − sin t, and

sup
−π

2
<t<π

2
,|s|=1

−s · f ′′(t) · s
[s · f ′(t)]2

= sup
−π

2
<t<π

2

sin t

cos2 t
=∞.

Hence f(t) = sin t is ∞-convex.

(b) Using f ′(t) = sec2 t, f ′′(t) = 2 sec2 t · tan t, and

sup
−π

2
<t<π

2

−f ′′(t)
[f ′(t)]2

= sup
−π

2
<t<π

2

−2 sec2 t · tan t

sec4 t
= sup
−π

2
<t<π

2

(− sin 2t) = 1,

which says that f(t) = tan t is 1-convex.

(c) Note that f ′(t) = tan t, f ′′(t) = sec2 t, and

sup
−π

2
<t<π

2

−f ′′(t)
[f ′(t)]2

= sup
−π

2
<t<π

2

−k sec2 t

tan2 t
= sup
−π

2
<t<π

2

(− csc2 t) = −1.

Then, it is clear to see that f(t) = ln(sec t) is (−1)-convex.

(d) Note that f ′(t) = sec t, f ′′(t) = sec t · tan t, and

sup
−π

2
<t<π

2

−f ′′(t)
[f ′(t)]2

= sup
−π

2
<t<π

2

− sec t · tan t

sec2 t
= sup
−π

2
<t<π

2

(− sin t) = 1.

Thus, f(t) = ln |sec t+ tan t| is 1-convex. �

In light of Example 5.2(b)-(c) and Property 5.1(e), the next example indicates that for

any given r ∈ IR (no matter positive or negative), we can always construct an r-convex

function accordingly. The graphs of various r-convex functions are depicted in Figure

5.1.
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Figure 5.1: Graphs of r-convex functions with various values of r.

Example 5.3. For any r 6= 0, let f be defined on (−π
2
, π
2
).

(a) The function f(t) =
tan t

r
is |r|-convex.

(b) The function f(t) =
ln(sec t)

r
is (−r)-convex.

Solution. (a) First, we compute that f ′(t) =
sec2 t

r
, f ′′(t) =

2 sec2 t · tan t

r
, and

sup
−π

2
<t<π

2

−f ′′(t)
[f ′(t)]2

= sup
−π

2
<t<π

2

(−r sin 2t) = |r|.

This says that f(t) =
tan t

r
is |r|-convex.

(b) Similarly, from f ′(t) =
tan t

r
, f ′′(t) =

sec2 t

r
, and

sup
−π

2
<t<π

2

−f ′′(t)
[f ′(t)]2

= sup
−π

2
<t<π

2

(−r csc2 t) = −r.

Then, it is easy to see that f(t) =
ln(sec t)

r
is (−r)-convex. �

Example 5.4. The function f(x) = 1
2

ln(‖x‖2 + 1) defined on IR2 is 1-convex.
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Solution. For x = (s, t) ∈ IR2, and any real number r 6= 0, we consider the function

φ(x, r) = ∇2f(x) + r∇f(x)∇f(x)T

=
1

(‖x‖2 + 1)2

[
t2 − s2 + 1 −2st

−2st s2 − t2 + 1

]
+

r

(‖x‖2 + 1)2

[
s2 st

st t2

]
=

1

(‖x‖2 + 1)2

[
(r − 1)s2 + t2 + 1 (r − 2)st

(r − 2)st s2 + (r − 1)t2 + 1

]
.

Applying Property 5.1(b), we know that f is r-convex if and only if φ is positive semidef-

inite, which is equivalent to

(r − 1)s2 + t2 + 1 ≥ 0 (5.5)∣∣∣∣(r − 1)s2 + t2 + 1 (r − 2)st

(r − 2)st s2 + (r − 1)t2 + 1

∣∣∣∣ ≥ 0. (5.6)

It is easy to verify the inequality (5.5) holds for all x ∈ IR2 if and only if r ≥ 1. Moreover,

we note that∣∣∣∣(r − 1)s2 + t2 + 1 (r − 2)st

(r − 2)st s2 + (r − 1)t2 + 1

∣∣∣∣ ≥ 0

⇐⇒ s2t2 + s2 + t2 + 1 + (r − 1)2s2t2 + (r − 1)(s4 + s2 + t4 + t2)− (r − 2)2s2t2 ≥ 0

⇐⇒ s2 + t2 + 1 + (2r − 2)s2t2 + (r − 1)(s4 + s2 + t4 + t2) ≥ 0,

and hence the inequality (5.6) holds for all x ∈ IR2 whenever r ≥ 1. Thus, we conclude

by Property 5.1(b) that f is 1-convex on IR2. �

5.2 SOC-r-convex functions

In this section, we define the so-called SOC-r-convex functions [77], which can be viewed

as the natural extension of r-convex functions to the setting associated with SOC.

Lemma 5.1. Let f : IR → IR be f(t) = et and x = (x1, x2) ∈ IR× IRn−1, y = (y1, y2) ∈
IR × IRn−1. If x1 − y1 ≥ ‖x2‖ + ‖y2‖, then ex �Kn ey. In particular, if x ∈ Kn, then

ex �Kn e(0,0).
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Figure 5.2: Graphs of 1-convex function f(x) = 1
2

ln(‖x‖2 + 1).

Proof. First, we analyze that

ex �Kn ey

⇐⇒ ex1 cosh(‖x2‖)− ey1 cosh(‖y2‖) ≥
∥∥∥∥ex1 sinh(‖x2‖)

x2
‖x2‖

− ey1 sinh(‖y2‖)
y2
‖y2‖

∥∥∥∥
⇐⇒ [ex1 cosh(‖x2‖)− ey1 cosh(‖y2‖)]2 −

∥∥∥∥ex1 sinh(‖x2‖)
x2
‖x2‖

− ey1 sinh(‖y2‖)
y2
‖y2‖

∥∥∥∥2
= e2x1 + e2y1 − 2ex1+y1

[
cosh(‖x2‖) cosh(‖y2‖)− sinh(‖x2‖) sinh(‖y2‖)

〈x2, y2〉
‖x2‖‖y2‖

]
≥ 0.

Looking into the above terms and the goal, it suffices to show that

e2x1 + e2y1 − 2ex1+y1 cosh(‖x2‖+ ‖y2‖) ≥ 0.

This is true under the assumption because

e2x1 + e2y1 − 2ex1+y1 cosh(‖x2‖+ ‖y2‖) ≥ 0

⇐⇒ cosh(‖x2‖+ ‖y2‖) ≤
e2x1 + e2y1

2ex1+y1
=
ex1−y1 + ey1−x1

2
= cosh(x1 − y1)

⇐⇒ x1 − y1 ≥ ‖x2‖+ ‖y2‖.

Thus, the proof is complete. �
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In general, to verify the SOC-convexity of et, we observe that the following fact

0 ≺Kn erf
soc(λx+(1−λ)y) �Kn w =⇒ rf soc(λx+ (1− λ)y) �Kn ln(w)

is important and often needed. Note for x2 6= 0, we also have some observations as below.

(a) ex �Kn 0 ⇐⇒ cosh(‖x2‖) ≥ | sinh(‖x2‖)| ⇐⇒ e−‖x2‖ > 0 .

(b) 0 ≺Kn ln(x) ⇐⇒ ln(x21 − ‖x2‖2) >
∣∣∣ln(x1+‖x2‖x1−‖x2‖

)∣∣∣ ⇐⇒ ln(x1 − ‖x2‖) > 0 ⇐⇒
x1 − ‖x2‖ > 1. Hence (1, 0) ≺Kn x implies 0 ≺Kn ln(x).

(c) ln(1, 0) = (0, 0) and e(0,0) = (1, 0).

Definition 5.1. Suppose that r ∈ IR and f : C ⊆ IR→ IR where C is a convex subset of

IR. Let f
soc

: S ⊆ IRn → IRn be its corresponding SOC-function defined as in (1.8). The

function f is said to be SOC-r-convex of order n on C if, for x, y ∈ S and λ ∈ [0, 1],

there holds

f soc(λx+ (1− λ)y) �Kn
{

1
r

ln
(
λerf

soc(x) + (1− λ)erf
soc(y)

)
r 6= 0,

λf soc(x) + (1− λ)f soc(y) r = 0.
(5.7)

Similarly, f is said to be SOC-r-concave of order n on C if the inequality (5.7) is reversed.

We say f is SOC-r-convex (respectively, SOC-r-concave) on C if f is SOC-r-convex of

all order n (respectively, SOC-r-concave of all order n) on C.

It is clear from the above definition that a real function is SOC-convex (SOC-concave)

if and only if it is SOC-0-convex (SOC-0-concave). In addition, a function f is SOC-

r-convex if and only if −f is SOC-(−r)-concave. From [11, Theorem 4.1], it is shown

that φ : IR → IR is r-convex with r 6= 0 if and only if erφ is convex whenever r > 0

and concave whenever r < 0. However, we observe that the exponential function et is

not SOC-convex for n ≥ 3 by Example 2.11. This is a hurdle to build parallel result for

general n in the setting of SOC case. As seen in Proposition 5.3, the parallel result is

true only for n = 2. Indeed, for n ≥ 3, only one direction holds which can be viewed as

a weaker version of [11, Theorem 4.1].

Proposition 5.1. Let f : [0,∞) → [0,∞) be continuous. If f is SOC-r-concave with

r ≥ 0, then f is SOC-monotone.

Proof. For any 0 < λ < 1, we can write λx = λy + (1−λ)λ
(1−λ) (x− y).

(i) If r = 0, then f is SOC-concave. Hence, it is SOC-monotone by Proposition 2.8.
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(ii) If r > 0, then

f soc(λx) �Kn
1

r
ln
(
λerf

soc(y) + (1− λ)erf
soc( λ

1−λ (x−y))
)

�Kn
1

r
ln
(
λer(0,0) + (1− λ)er(0,0)

)
=

1

r
ln (λ(1, 0) + (1− λ)(1, 0))

= 0,

where the second inequality is due to x − y �Kn 0, Lemma 5.1 and Examples 2.9-2.10.

Letting λ→ 1, we obtain that f soc(x) �Kn f soc(y), which says that f is SOC-monotone.

�

In fact, in light of Lemma 5.1 and Examples 2.9-2.10, we have the following Lemma

which is useful for subsequent analysis.

Lemma 5.2. Let z ∈ IRn and w ∈ int(Kn). Then, the following hold.

(a) For n = 2 and r > 0, z �Kn ln(w)/r ⇐⇒ rz �Kn ln(w)⇐⇒ erz �Kn w.

(b) For n = 2 and r < 0, z �Kn ln(w)/r ⇐⇒ rz �Kn ln(w)⇐⇒ erz �Kn w.

(c) For n ≥ 2, if erz �Kn w, then rz �Kn ln(w).

Proposition 5.2. For n = 2 and let f : IR→ IR. Then, the following hold.

(a) The function f(t) = t is SOC-r-convex (SOC-r-concave) on IR for r > 0 (r < 0).

(b) If f is SOC-convex, then f is SOC-r-convex (SOC-r-concave) for r > 0 (r < 0).

Proof. (a) For r > 0, x, y ∈ IRn and λ ∈ [0, 1], we note that the corresponding vector-

valued SOC-function of f(t) = t is f soc(x) = x. Therefore, to prove the desired result,

we need to verify that

f soc(λx+ (1− λ)y) �Kn
1

r
ln
(
λerf

soc(x) + (1− λ)erf
soc(y)

)
.

To this end, we see that

λx+ (1− λ)y �Kn
1

r
ln (λerx + (1− λ)ery)

⇐⇒ λrx+ (1− λ)ry �Kn ln (λerx + (1− λ)ery)

⇐⇒ eλrx+(1−λ)ry �Kn λerx + (1− λ)ery,

where the first “⇐⇒” is true due to Lemma 5.2, whereas the second “⇐⇒” holds because

et and ln t are SOC-monotone of order 2 by Lemma 5.1 and Example 2.9. Then, using

the fact that et is SOC-convex of order 2 gives the desired result.
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(b) For any x, y ∈ IRn and 0 ≤ λ ≤ 1, it can be verified that

f soc(λx+ (1− λ)y) �Kn λf soc(x) + (1− λ)f soc(y)

�Kn
1

r
ln
(
λerf

soc(x) + (1− λ)erf
soc(y)

)
,

where the second inequality holds according to the proof of (a). Thus, the desired result

follows. �

Proposition 5.3. Let f : IR→ IR. Then f is SOC-r-convex if erf is SOC-convex (SOC-

concave) for n ≥ 2 and r > 0 (r < 0). For n = 2, we can replace “if” by “if and only

if”.

Proof. Suppose that erf is SOC-convex. For any x, y ∈ IRn and 0 ≤ λ ≤ 1, using that

fact that ln t is SOC-monotone (see Example 2.13) yields

erf
soc(λx+(1−λ)y) �Kn λerf

soc(x) + (1− λ)erf
soc(y)

=⇒ rf soc(λx+ (1− λ)y) �Kn ln
(
λerf

soc(x) + (1− λ)erf
soc(y)

)
⇐⇒ f soc(λx+ (1− λ)y) �Kn

1

r
ln
(
λerf

soc(x) + (1− λ)erf
soc(y)

)
.

When n = 2, et is SOC-monotone as well, which implies that the “=⇒” can be replaced

by “⇐⇒”. Thus, the proof is complete. �

Combining with Proposition 2.16, we can characterize the SOC-r-convexity as follows.

Proposition 5.4. Let f ∈ C(2)(J) with J being an open interval in IR and dom(f soc) ⊆
IRn. Then, for r > 0, the followings hold.

(a) f is SOC-r-convex of order 2 if and only if erf is convex;

(b) f is SOC-r-convex of order n ≥ 3 if erf is convex and satisfies the inequality (2.36).

for any t0, t ∈ J and t0 6= t.

Next, we present several examples of SOC-r-convex and SOC-r-concave functions of

order 2. For examples of SOC-r-convex and SOC-r-concave functions (of order n), we

are still unable to discover them.

Example 5.5. For n = 2, the following hold.

(a) The function f(t) = t2 is SOC-r-convex on IR for r ≥ 0.

(b) The function f(t) = t3 is SOC-r-convex on [0,∞) for r > 0, while it is SOC-r-

concave on (−∞, 0] for r < 0.
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(c) The function f(t) =
1

t
is SOC-r-convex on [−r/2, 0) or (0,∞) for r > 0, while it is

SOC-r-concave on (−∞, 0) or (0,−r/2] for r < 0.

(d) The function f(t) =
√
t is SOC-r-convex on [1/r2,∞) for r > 0, while it is SOC-r-

concave on [0,∞) for r < 0.

(e) The function f(t) = ln t is SOC-r-convex (SOC-r-concave) on (0,∞) for r > 0

(r < 0).

Solution. (a) First, we denote h(t) := ert
2
. Then, we have h′(t) = 2rtert

2
and h′′(t) =

(1 + 2rt2)2rert
2
. We know h is convex if and only if h′′(t) ≥ 0. Thus, the desired result

holds by applying Proposition 2.16 and Proposition 5.4. The arguments for other cases

are similar and we omit them. �

5.3 SOC-quasiconvex Functions

In this section, we define the so-called SOC-quasiconvex functions which is a natural

extension of quasiconvex functions to the setting associated with second-order cone.

Recall that a function f : S ⊆ IRn → IR is said to be quasiconvex on S if, for any

x, y ∈ S and 0 ≤ λ ≤ 1, there has

f(λx+ (1− λ)y) ≤ max {f(x), f(y)} .

We point out that the relation �Kn is not a linear ordering. Hence, it is not possible to

compare any two vectors (elements) via �Kn . Nonetheless, we note that

max{a, b} = b+ [a− b]+ =
1

2
(a+ b+ |a− b|), for any a, b ∈ IR.

This motivates us to define SOC-quasiconvex functions in the setting of second-order

cone.

Definition 5.2. Let f : C ⊆ IR → IR and 0 ≤ λ ≤ 1. The function f is said to be

SOC-quasiconvex of order n on C if, for any x, y ∈ IRn, there has

f soc(λx+ (1− λ)y) �Kn f soc(y) + [f soc(x)− f soc(y)]+ ,

where

f soc(y) + [f soc(x)− f soc(y)]+

=


f soc(x) if f soc(x) �Kn f soc(y),

f soc(y) if f soc(x) ≺Kn f soc(y),
1
2

(f soc(x) + f soc(y) + |f soc(x)− f soc(y)|) if f soc(x)− f soc(y) /∈ Kn ∪ (−Kn).
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Similarly, f is said to be SOC-quasiconcave of order n if

f soc(λx+ (1− λ)y) �Kn f soc(x)− [f soc(x)− f soc(y)]+ .

The function f is called SOC-quasiconvex (SOC-quasiconcave) if it is SOC-quasiconvex

of all order n (SOC-quasiconcave of all order n).

Proposition 5.5. Let f : IR→ IR be f(t) = t. Then, f is SOC-quasiconvex on IR.

Proof. First, for any x = (x1, x2) ∈ IR× IRn−1, y = (y1, y2) ∈ IR× IRn−1, and 0 ≤ λ ≤ 1,

we have

f soc(y) �Kn f soc(x) ⇐⇒ (1− λ)f soc(y) �Kn (1− λ)f soc(x)

⇐⇒ λf soc(x) + (1− λ)f soc(y) �Kn f soc(x).

Recall that the corresponding SOC-function of f(t) = t is f soc(x) = x. Thus, for all

x ∈ IRn, this implies f soc(λx + (1 − λ)y) = λf soc(x) + (1 − λ)f soc(y) �Kn f soc(x) under

this case: f soc(y) �Kn f soc(x). The argument is similar to the case of f soc(x) �Kn f soc(y).

Hence, it remains to consider the case of f soc(x)− f soc(y) /∈ Kn ∪ (−Kn), i.e., it suffices

to show that

λf soc(x) + (1− λ)f soc(y) �Kn
1

2
(f soc(x) + f soc(y) + |f soc(x)− f soc(y)|) .

To this end, we note that

|f soc(x)− f soc(y)| �Kn f soc(x)−f soc(y) and |f soc(x)− f soc(y)| �Kn f soc(y)−f soc(x),

which respectively implies

1

2
(f soc(x) + f soc(y) + |f soc(x)− f soc(y)|) �Kn x, (5.8)

1

2
(f soc(x) + f soc(y) + |f soc(x)− f soc(y)|) �Kn y. (5.9)

Then, adding up (5.8) ×λ and (5.9) ×(1− λ) yields the desired result. �

Proposition 5.6. If f : C ⊆ IR → IR is SOC-convex on C, then f is also SOC-

quasiconvex on C.

Proof. For any x, y ∈ IRn and 0 ≤ λ ≤ 1, it can be verified that

f soc(λx+ (1− λ)y) �Kn λf soc(x) + (1− λ)f soc(y) �Kn f soc(y) + [f soc(x)− f soc(y)]+ ,

where the second inequality holds according to the proof of Proposition 5.5. Thus, the

desired result follows. �

From Proposition 5.6, we can easily construct examples of SOC-quasiconvex functions.

More specifically, all the SOC-convex functions which were verified in [42] are SOC-

quasiconvex functions, for instances, t2 on IR, and t3, 1
t
, t1/2 on (0,∞). Nonetheless, the

characterizations of SOC-quasiconvex functions are very limited, more investigations are

desired.
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[29] J.-F. Bonnans, H.C. Raḿırez, Perturbation analysis of second-order cone pro-

gramming problems, Mathematical Programming, vol. 104, pp. 205-227, 2005.

[30] J.M. Borwein and A.S. Lewis, Convex analysis and nonlinear optimization:

theory and examples, Springer-Verlag, New York, 2000.

[31] J. Brinkhuis, Z.-Q. Luo, and S. Zhang, Matrix convex functions with applica-

tions to weighted centers for semi-definite programming, submitted manuscript, 2006.

[32] P.S. Bullen, Handbook of Means and Their Inequalities, Mathematics and Its

Applications, volume 560, Kluwer Academic Publishers, 2003.

[33] B.C. Carlson, Some inequalities for hypergeometric functions, Proceedings of the

American Mathematical Society, vol. 17, pp. 32-39, 1966.

[34] Y. Censor and A. Lent, An interval row action method for interval convex

programming, Journal of Optimization Theory and Applications, vol. 34, pp. 321-

353, 1981.

[35] Y. Censor and S. A. Zenios, The proximal minimization algorithm with D-

functions, Journal of Optimization Theory and Applications, vol. 73, pp. 451-464,

1992.

[36] Y.-L. Chang and J.-S. Chen, Convexity of symmetric cone trace functions in

Euclidean Jordan algebras, Journal of Nonlinear and Convex Analysis, vol. 14, pp.

53-61, 2013.

[37] Y.-L. Chang, C.-H. Huang, J.-S. Chen, and C.-C. Hu, Some inequalities for

means defined on the Lorentz cone, Mathematical Inequalities and Applications, vol.

21, no. 4, pp. 1015-1028, 2018.

[38] Y.-L. Chang and C.-Y. Yang, Some useful inequalities via trace function method

in Euclidean Jordan algebras, Numerical Algebra, Control and Optimization, vol. 4,

pp. 39-48, 2014.

[39] B. Chen and P. Harker, A non-interior point continuation method for linear

complementarity problems, SIAM Journal on Matrix Analysis and Application, vol.

14, pp. 1168-1190, 1993.



200 BIBLIOGRAPHY

[40] G. Chen and M. Teboulle, Convergence analysis of a proximal-like minimization

algorithm using Bregman functions, SIAM Journal on Optimization, vol. 3, pp. 538-

543, 1993.

[41] J.-S. Chen, Alternative proofs for some results of vector-valued functions associated

with second-order cone, Journal of Nonlinear and Convex Analysis, vol. 6, no. 2, pp.

297-325, 2005.

[42] J.-S. Chen, The convex and monotone functions associated with second-order cone,

Optimization, vol. 55, pp. 363-385, 2006.

[43] J.-S. Chen, A new merit function and its related properties for the second-order

cone complementarity problem, Pacific Journal of Optimization, vol. 2, pp. 167-179,

2006.

[44] J.-S. Chen, Two classes of merit functions for the second-order cone complemen-

tarity problem, Mathematical Methods of Operations Research, vol. 64, no. 3, pp.

495-519, 2006.

[45] J.-S. Chen, X. Chen, S.-H. Pan, and J. Zhang, Some characterizations for

SOC-monotone and SOC-convex functions, Journal of Global Optimization, vol. 45,

pp. 259-279, 2009.

[46] J.-S. Chen, X. Chen, and P. Tseng, Analysis of nonsmooth vector-valued func-

tions associated with second-order cones, Mathematical Programming, vol. 101, pp.

95-117, 2004.

[47] J.-S. Chen, T.-K. Liao, and S.-H. Pan, Using Schur Complement Theorem to

prove convexity of some SOC-functions, Journal of Nonlinear and Convex Analysis,

vol. 13, no. 3, pp. 421-431, 2012.

[48] J.-S. Chen and S.-H. Pan, A survey on SOC complementarity functions and

solution methods for SOCPs and SOCCPs, Pacific Journal of Optimization, vol. 8,

no. 1, pp. 33-74, 2012.

[49] J.-S. Chen and P. Tseng, An unconstrained smooth minimization reformulation

of the second-order cone complementarity problem, Mathematical Programming, vol.

104, pp. 293-327, 2005.

[50] X. Chen and P. Tseng, Non-interior continuation methods for solving semidef-

inite complementarity problems, Mathematical Programming, vol. 95, pp. 431-474,

2003.

[51] X. Chen, H. Qi, and P. Tseng, Analysis of nonsmooth symmetric-matrix-valued

functions with applications to semidefinite complementarity problems, SIAM Journal

on Optimization, vol. 13, pp. 960-985, 2003.



BIBLIOGRAPHY 201

[52] X.D. Chen, D. Sun, and J. Sun, Complementarity functions and numerical

experiments for second-order cone complementarity problems, Computational Opti-

mization and Applications, vol. 25, pp. 39-56, 2003.

[53] Y.-Y. Chiang, S.-H. Pan, and J.-S. Pan, A merit function method for infinite-

dimensional SOCCPs, Journal of Mathematical Analysis and Applications, vol. 383,

pp. 159-178, 2011.

[54] F.H. Clarke, Optimization and Nonsmooth Analysis, Wiley, New York, 1983.

[55] A. DePierro and A. Iusem, A relaxed version of Bregman’s method for convex

programming, Journal of Optimization Theory and Applications, vol. 5, pp. 421-440,

1986.

[56] C. Ding, D. Sun, and K.-C. Toh, An introduction to a class of matrix cone

programming, Mathematical Programming, vol. 144, pp. 141-179, 2014.

[57] C. Ding, D. Sun, J. Sun, and K.-C. Toh, Spectral operators of matrices, Math-

ematical Programming, vol. 168, pp. 509-531, 2018.

[58] M. Doljansky and M. Teboulle, An interior proximal algorithm and the expo-

nential multiplier method for semidefinite programming, SIAM Journal on Optimiza-

tion, vol. 9, pp. 1-13, 1998.

[59] W. Donoghue, Monotone matrix functions and analytic continuation, Springer,

Berlin, Heidelberg, New York, 1974.

[60] J. Eckstein, Nonlinear proximal point algorithms using Bregman functions with

applications to convex programming, Mathematics of Operations Research, vol. 18,

pp. 202-226, 1993.

[61] P. P. B. Eggermont, Multiplicative iterative algorithms for convex programming,

Linear Algebra and Its Applications, vol. 130, pp. 25-42, 1990.

[62] J. Faraut and A. Koranyi, Analysis on Symmetric cones, Oxford Mathematical

Monographs, Oxford University Press, New York, 1994.

[63] A. Fischer, Solution of monotone complementarity problems with locally Lips-

chitzian functions, Mathematical Programming, vol. 76, pp. 513-532, 1997.

[64] M. Fukushima, Z.-Q. Luo, and P. Tseng, Smoothing functions for second-order

cone complementarity problems, SIAM Journal on Optimization, vol. 12, pp. 436-460,

2002.

[65] E. Galewska and M. Galewski, r-convex transformability in nonlinear pro-

gramming problems, Commentationes Mathematicae Universitatis Carolinae, vol. 46,

pp. 555-565, 2005.



202 BIBLIOGRAPHY

[66] M. Hajja, P.S. Bullen, J. Matkowski, E. Neuman, and S. Simic, Means and

Their Inequalities, International Journal of Mathematics and Mathematical Sciences,

vol. 2013, 2013.

[67] G.H. Hardy, J.E. Littlewood, and G. Polya, Inequalities, Cambridge Uni-

versity Press, 2nd edition, London, 1952.

[68] F. Hansen and G.K. Pedersen, Jensen’s inequality for operators and Löwner’s
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[141] D. Sun and J. Sun, Löwner’s operator and spectral functions in Euclidean Jordan

algebras, Mathematics of Operations Research, vol. 33, pp. 421-445, 2008.

[142] D. Sun and J. Sun, Strong semismoothness of Fischer-Burmeister SDC and SOC

function, Mathematical Programming, vol. 103, pp. 575-581, 2005.

[143] J. Tao, L. Kong, Z. Luo, and N. Xiu, Some majorization inequalities in

Euclidean Jordan algebras, Linear Algebra and Its Applications, vol. 461, pp. 92-122,

2014.

[144] M. Teboulle, Entropic proximal mappings with applications to nonlinear pro-

gramming, Mathematics of Operations Research, vol. 17, pp. 670–690, 1992.

[145] P. Tseng, Merit function for semidefinite complementarity problems, Mathemat-

ical Programming, vol. 83, pp. 159-185, 1998.

[146] T. Tsuchiya, A convergence analysis of the scaling-invariant primal-dual path-

following algorithms for second-order cone programming, Optimization Methods and

Software, vol. 11, pp. 141-182, 1999.

[147] M. Uchiyama and M. Hasumi, On some operator monotone functions , Integral

Equations and Operator Theory, vol. 42, pp. 243-251, 2011.



208 BIBLIOGRAPHY

[148] X.M. Yang, Convexity of semicontinuous functions, OPSEARCH, Operational

Research Society of India, vol. 31, pp. 309-317, 1994.

[149] Y.M. Yang and S.Y. Liu, Three kinds of generalized convexity, Journal of Op-

timization Theory and Applications, vol. 86, pp. 501-513, 1995.

[150] A. Yoshise, Interior point trajectories and a homogenous model for nonlinear

complementarity problems over symmetric cones, SIAM Journal on Optimization,

vol. 17, pp. 1129-1153, 2006.

[151] Y.X. Zhao, S.Y. Wang, and U.L. Coladas, Characterizations of r-convex

functions, Journal of Optimization Theory and Applications, vol. 145, pp. 186-195,

2010.


