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1 Introduction

The second-order cone (SOC) in \( \mathbb{R}^n \) \((n \geq 1)\), also called the Lorentz cone, is defined as

\[
K^n := \{(x_1, x_2) \in \mathbb{R} \times \mathbb{R}^{n-1} \mid x_1 \geq \|x_2\|\},
\]

where \( \| \cdot \| \) denotes the Euclidean norm. If \( n = 1 \), then \( K^n \) is the set of nonnegative reals \( \mathbb{R}_+ \). We are interested in optimization and complementarity problems whose constraints involve the direct product of SOCs. In particular, we are interested in the SOC complementarity system which is to find vectors \( x, y \in \mathbb{R}^n \) and \( \zeta \in \mathbb{R}^l \) satisfying

\[
x \in K, \quad y \in K, \quad \langle x, y \rangle = 0, \quad E(x, y, \zeta) = 0,
\]

where \( \langle \cdot, \cdot \rangle \) denotes the Euclidean inner product, \( E : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l \to \mathbb{R}^n \times \mathbb{R}^l \) is a continuously differentiable mapping, and \( K \) is the direct product of SOCs given by

\[
K = K^{n_1} \times K^{n_2} \times \cdots \times K^{n_m}
\]

with \( m, n_1, \ldots, n_m \geq 1 \), and \( n_1 + \cdots + n_m = n \). Throughout this paper, corresponding to the structure of \( K \), we write \( x = (x_1, \ldots, x_m) \), \( y = (y_1, \ldots, y_m) \) with \( x_i, y_i \in \mathbb{R}^{n_i} \).

A special case of (1) is the generalized second-order cone complementarity problem (SOCCP) which, for given two continuously differentiable mappings \( F = (F_1, \ldots, F_m) \) and \( G = (G_1, \ldots, G_m) \) with \( F_i, G_i : \mathbb{R}^n \to \mathbb{R}^{n_i} \), is to find a vector \( \zeta \in \mathbb{R}^n \) such that

\[
F(\zeta) \in K, \quad G(\zeta) \in K, \quad \langle F(\zeta), G(\zeta) \rangle = 0.
\]

When \( G \) becomes an identity one, (3) reduces to finding a vector \( \zeta \in \mathbb{R}^n \) such that

\[
\zeta \in K, \quad F(\zeta) \in K, \quad \langle \zeta, F(\zeta) \rangle = 0,
\]

which is a direct extension of the NCPs studied well in the past 30 years (see [22, 24]). Another special case of (1) is the KKT conditions of the second-order cone programming

\[
\text{minimize} \quad f(x) \\
\text{subject to} \quad Ax = b, \quad x \in K
\]

where \( f : \mathbb{R}^n \to \mathbb{R} \) is a twice continuously differentiable function, \( A \) is an \( m \times n \) matrix with full row rank, and \( b \in \mathbb{R}^m \). When \( f \) is linear, (5) becomes the standard linear SOCP that has wide applications in engineering design, control, finance, management science, and so on; see [1, 35] and the references therein. In addition, system (1) arises directly from some engineering and practical problems; for example, the three-dimensional frictional contact problems [34] and the robust Nash equilibria [28].

During the past ten years, there appeared active research for SOCPs and SOCCPs, and various methods had been proposed which include the interior-point methods [1, 35,
41, 63, 51], the smoothing Newton methods [18, 25, 27], the semismooth Newton methods
[32, 43], and the merit function methods [10, 12]. Among others, the last three kinds
of methods are typically developed by an SOC complementarity function. Recall that a
mapping \( \phi: \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) is an \textit{SOC complementarity function}\ associated with \( K^n \) if
\[
\phi(x, y) = 0 \iff x \in K^n, \ y \in K^n, \ \langle x, y \rangle = 0.
\] (6)
However, there are lack of comprehensive studies for the properties of SOC complemen-
tarity functions and the numerical behavior of related solution methods. In this work, we
give a survey for popular SOC complementarity functions and the related merit function
methods, semismooth Newton methods and smoothing Newton methods.

The squared norm of SOC complementarity functions gives a merit function associated
with \( K^n \), where \( \psi: \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}_+ \) is called a merit function associated with \( K^n \) if
\[
\psi(x, y) = 0 \iff x \in K^n, \ y \in K^n, \ \langle x, y \rangle = 0.
\] (7)
Apart from this, there are other ways to construct merit functions; for example, the LT
merit function in Subsection 3.3. Here we are interested in those smooth \( \psi \) so that the
SOCCP (3) can be reformulated as an unconstrained smooth minimization problem
\[
\min_{\zeta \in \mathbb{R}^n} \Psi(\zeta) := \sum_{i=1}^{m} \psi(F_i(\zeta), G_i(\zeta)),
\] (8)
in the sense that \( \zeta^* \) is a solution to (3) if and only if it solves (8) with zero optimal value.
This is the so-called merit function approach. Note that with a smooth merit function
\( \psi \), system (1) can also be reformulated as a smooth minimization problem
\[
\min_{(x,y,\zeta) \in \mathbb{R}^{2n+l}} \|E(x, y, \zeta)\|^2 + \psi(x, y),
\]
but the reformulation is not effective for the solution of (1) due to the conflict between
the feasibility and the decrease of complementarity gap involved in the objective. So,
in this paper we consider the merit function methods for the SOCCP (3). In Section 3,
we survey and compare the properties of four classes of popular smooth merit functions
associated with \( K^n \). In Section 4, we focus on the theoretical results of corresponding
merit function methods, and their numerical performance in the solution of linear SOCPs
from DIMACS [52] and nonlinear convex SOCPs generated randomly.

With an SOC complementarity function \( \phi \) associated with \( K^n \), we can rewrite (1) as
\[
\Phi(z) = \Phi(x, y, \zeta) := \begin{pmatrix} E(x, y, \zeta) \\ \phi(x_1, y_1) \\ \vdots \\ \phi(x_m, y_m) \end{pmatrix} = 0,
\] (9)
By [22, Prop. 9.1.1], system (9) is effective only for those nondifferentiable but (strongly)
semismooth \( \phi \). Two popular such \( \phi \) are the vector-valued natural residual (NR) function
\( \phi_{\text{NR}} : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \) and Fischer-Burmeister (FB) function \( \phi_{\text{FB}} : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \):
\[
\phi_{\text{NR}}(x, y) := x - (x - y)_+ \tag{10}
\]
and
\[
\phi_{\text{FB}}(x, y) := (x + y) - (x^2 + y^2)^{1/2}, \tag{11}
\]
where \((\cdot)_+\) denotes the Euclidean projection onto \( \mathcal{K}_n \), \( x^2 \) means the Jordan product of \( x \) and itself, and \( x^{1/2} \) with \( x \in \mathcal{K}_n \) is the unique square root of \( x \) such that \( x^{1/2} \circ x^{1/2} = x \).

The two nondifferentiable functions are strongly semismooth, where the proof for \( \phi_{\text{NR}} \) can be found in [18, Prop. 4.3], [9, Prop. 7] or [27, Prop. 4.5], and the proof for \( \phi_{\text{FB}} \) is given by Sun and Sun [58] and Chen [11] by using different techniques. In Section 5, we review
the nonsingularity conditions for the B-subdifferentials of \( \Phi \) at a solution of (1) without
strict complementarity, and test the behavior of a global FB nonsmooth Newton method.

Let \( \theta : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n \) be a continuously differentiable on \( \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^+ \) with
\( \theta(\cdot, \cdot, 0) = \phi(\cdot, \cdot) \) for \( \phi = \phi_{\text{NR}} \) or \( \phi_{\text{FB}} \). Then (1) is also equivalent to the augmented system
\[
\Theta(\omega) = \Theta(\varepsilon, x, y, \zeta) := \begin{pmatrix}
\varepsilon \\
E(x, y, \zeta) \\
\theta(x_1, y_1, \varepsilon) \\
\vdots \\
\theta(x_m, y_m, \varepsilon)
\end{pmatrix} = 0, \tag{12}
\]
which is continuously differentiable in \( \mathbb{R}^+ \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l \). In the past several years,
some smoothing Newton methods have been proposed for (1) by solving a sequence of smooth systems or a single augmented system (see, e.g., [25, 18, 27]), but there is no comprehensive study for their numerical performance. Motivated by the efficiency of the smoothing Newton method [54], we in Section 6 apply it for the system (12) involving
the CHKS smoothing function and the squared smoothing function of \( \phi_{\text{NR}} \), and the FB smoothing function, respectively, and compare their numerical behaviors. Similar to the
NR and FB nonsmooth Newton methods, the locally superlinear (quadratic) convergence of these smoothing methods does not require the strict complementarity of solutions. So,
these nonsmooth and smoothing methods are superior to interior point methods in theory since singular Jacobians will occur to the latter if strict complementarity is not satisfied.

Throughout this paper, \( I \) means an identity matrix of appropriate dimension, \( \mathbb{R}^n \) \((n \geq 1)\) denotes the space of \( n \)-dimensional real column vectors, and \( \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_m} \) is identified with \( \mathbb{R}^{n_1 + \cdots + n_m} \). For a given set \( S \), we denote \( \text{int}(S) \) and \( \text{bd}(S) \) by the interior and
boundary of \( S \), respectively. For any \( x \in \mathbb{R}^n \), we write \( x \succeq_K 0 \) (respectively, \( x \succ_K 0 \)) to mean \( x \in \mathcal{K}_n \) (respectively, \( x \in \text{int}(\mathcal{K}_n) \)). For any differentiable \( F : \mathbb{R}^n \to \mathbb{R}^l \), we
denote \( F'(x) \in \mathbb{R}^{l \times n} \) by the Jacobian of \( F \) at \( x \), and \( \nabla F(x) \) by the transposed Jacobian of \( F \) at \( x \). A square matrix \( B \in \mathbb{R}^{n \times n} \) is said to be positive definite if \( \langle u, Bu \rangle > 0 \) for all nonzero \( u \in \mathbb{R}^n \), and \( B \) is said to be positive semidefinite if \( \langle u, Bu \rangle \geq 0 \) for all \( u \in \mathbb{R}^n \).

2 Preliminaries

This section recalls some background materials that are needed in the subsequent sections. For any \( x = (x_1, x_2) \), \( y = (y_1, y_2) \in \mathbb{R} \times \mathbb{R}^{n-1} \), their Jordan product \cite{K} is defined by

\[
x \circ y := (\langle x, y \rangle, y_1 x_2 + x_1 y_2).
\]

The Jordan product, unlike scalar or matrix multiplication, is not associative, which is a main source on complication in the analysis of SOCCP. The identity element under this product is \( e := (1, 0, \ldots, 0)^T \in \mathbb{R}^n \). For any given \( x = (x_1, x_2) \in \mathbb{R} \times \mathbb{R}^{n-1} \), the matrix

\[
L_x := \begin{bmatrix}
x_1 & x_2^T \\
x_2 & x_1 I
\end{bmatrix}
\]

will be used, which can be viewed as a linear mapping from \( \mathbb{R}^n \) to \( \mathbb{R}^n \) given by \( L_x y = x \circ y \).

For each \( x = (x_1, x_2) \in \mathbb{R} \times \mathbb{R}^{n-1} \), let \( \lambda_1(x), \lambda_2(x) \) and \( u_1^{(i)}, u_2^{(i)} \) be the spectral values and the corresponding spectral vectors of \( x \), respectively, given by

\[
\lambda_i(x) := x_1 + (-1)^i \|x_2\| \quad \text{and} \quad u_i^{(i)} := \frac{1}{2} \left( 1, (-1)^i \bar{x}_2 \right), \quad i = 1, 2
\]

with \( \bar{x}_2 = x_2/\|x_2\| \) if \( x_2 \neq 0 \), and otherwise \( \bar{x}_2 \) being any vector in \( \mathbb{R}^{n-1} \) satisfying \( \|\bar{x}_2\| = 1 \). Then \( x \) admits a spectral factorization \cite{K} associated with \( K^n \) in the form of

\[
x = \lambda_1(x) u_1^{(1)} + \lambda_2(x) u_2^{(2)}.
\]

When \( x_2 \neq 0 \), the spectral factorization is unique. The following lemma states the relation between the spectral factorization of \( x \) and the eigenvalue decomposition of \( L_x \).

Lemma 2.1 \cite{K} For any given \( x \in \mathbb{R}^n \), let \( \lambda_1(x), \lambda_2(x) \) be the spectral values of \( x \), and \( u_1^{(1)}, u_2^{(2)} \) be the associated spectral vectors. Then, \( L_x \) has the eigenvalue decomposition

\[
L_x = U(x) \text{diag} (\lambda_2(x), x_1, \ldots, x_1, \lambda_1(x)) U(x)^T
\]

where

\[
U(x) = \begin{bmatrix}
\sqrt{2}u_2^{(2)}, u_3^{(3)}, \ldots, u_n^{(n)}, \sqrt{2}u_1^{(1)}
\end{bmatrix} \in \mathbb{R}^{n \times n}
\]

is an orthogonal matrix, and \( u_i^{(i)} \) for \( i = 3, \ldots, n \) have the form of \((0, \bar{u}_i)\) with \( \bar{u}_3, \ldots, \bar{u}_n \) being any unit vectors in \( \mathbb{R}^{n-1} \) that span the linear subspace orthogonal to \( x_2 \).
By using Lemma 2.1, it is not hard to calculate the inverse of $L_x$ whenever it exists:

$$L_x^{-1} = \frac{1}{\det(x)} \begin{bmatrix} x_1 & -x_2^T \\ -x_2 & \frac{\det(x)}{x_1} I + \frac{1}{x_1} x_2 x_2^T \end{bmatrix}$$  \hfill (13)

where $\det(x) := x_1^2 - \|x_2\|^2$ denotes the determinant of $x$.

By the spectral factorization above, for any given scalar function $g: \mathbb{R} \to \mathbb{R}$, we may define the associated vector-valued function $g^{soc}: \mathbb{R}^n \to S \subseteq \mathbb{R}^n$ by

$$g^{soc}(x) := g(\lambda_1(x))u_1^{(1)} + g(\lambda_2(x))u_2^{(2)}. \hfill (14)$$

For example, taking $g(t) = \sqrt{t}$ for $t \geq 0$, we have that $g^{soc}(x) = x^{1/2}$ with $x \in K^n$. The vector-valued $g^{soc}$ inherits many desirable properties from $g$ (see [9]). The following lemma provides the formulas to compute the Jacobian of $g^{soc}$ and its inverse.

**Lemma 2.2** Let $g: \mathbb{R} \to \mathbb{R}$ be a given scalar function, and $g^{soc}: \mathbb{R}^n \to S \subseteq \mathbb{R}^n$ be defined by (14). If $g$ is differentiable on $\text{int}(\mathbb{R})$, then $g^{soc}$ is differentiable in $\text{int}(S)$ with

$$\nabla g^{soc}(x) = \begin{cases} 
\begin{bmatrix} g'(x_1)I \\
 b(x) & c(x) x_2^T / \|x_2\| \\
 c(x) x_2 / \|x_2\| & a(x)I + (b(x) - a(x)) x_2 x_2^T / \|x_2\|^2 \end{bmatrix} & \text{if } x_2 = 0, \\
\begin{bmatrix} g'(x_1)I \\
 b(x) & c(x) x_2^T / \|x_2\| \\
 -c(x) x_2 / \|x_2\| & 1/a(x)I + (b(x) / d(x) - 1/a(x)) x_2 x_2^T / \|x_2\|^2 \end{bmatrix} & \text{if } x_2 \neq 0 
\end{cases}$$

for any $x = (x_1, x_2) \in \text{int}(S)$, where

$$a(x) = \frac{g(\lambda_2(x)) - g(\lambda_1(x))}{\lambda_2(x) - \lambda_1(x)}, \quad b(x) = \frac{g'(\lambda_2(x)) + g'(\lambda_1(x))}{2}, \quad c(x) = \frac{g'(\lambda_2(x)) - g'(\lambda_1(x))}{2}.$$ 

If $\nabla g^{soc}(\cdot)$ is invertible at $x \in \text{int}(S)$, then letting $d(x) = b^2(x) - c^2(x)$, we have that

$$\left(\nabla g^{soc}(x)\right)^{-1} = \begin{cases} 
\begin{bmatrix} (g'(x_1))^{-1}I \\
 b(x) / d(x) & c(x) x_2^T / \|x_2\| \\
 -c(x) x_2 / d(x) \|x_2\| & 1/a(x)I + (b(x) / d(x) - 1/a(x)) x_2 x_2^T / \|x_2\|^2 \end{bmatrix} & \text{if } x_2 = 0, \\
\begin{bmatrix} (g'(x_1))^{-1}I \\
 b(x) / d(x) & c(x) x_2^T / \|x_2\| \\
 -c(x) x_2 / d(x) \|x_2\| & 1/a(x)I + (b(x) / d(x) - 1/a(x)) x_2 x_2^T / \|x_2\|^2 \end{bmatrix} & \text{if } x_2 \neq 0. 
\end{cases}$$

**Proof.** The first part is direct by Prop. 5.2 of [25] or Prop. 5 of [9]. For the second part, it suffices to calculate the inverse of $\nabla g^{soc}(x)$ when $x_2 \neq 0$. By the expression of $\nabla g^{soc}$, it is easy to verify that $b(x) + c(x)$ and $b(x) - c(x)$ are the eigenvalues of $\nabla g^{soc}(x)$ with $(1, \frac{x_2}{\|x_2\|})$ and $(1, -\frac{x_2}{\|x_2\|})$ being the corresponding eigenvectors, and $a(x)$ is the eigenvalue of multiplicity $n - 2$ with corresponding eigenvectors of the form $(0, \tilde{v}_i)$, where $\tilde{v}_1, \ldots, \tilde{v}_{n-2}$
are any unit vectors in $\mathbb{R}^{n-1}$ that span the subspace orthogonal to $x_2$. By this, using an elementary calculation yields the formula of $(\nabla g^{\text{soc}}(x))^{-1}$. □

We next recall some joint properties of two mappings which are the direct extensions of the uniform Cartesian $P$-property [17], the uniform Jordan $P$-property [60], the weak coerciveness [67], and the $R_0$-property [6], respectively.

**Definition 2.1** The mappings $F = (F_1, \ldots, F_m)$ and $G = (G_1, \ldots, G_m)$ are said to have

(i) **joint uniform Cartesian $P$-property** if there exists a constant $\rho > 0$ such that, for every $\zeta, \xi \in \mathbb{R}^n$, there exists an index $\nu \in \{1, 2, \ldots, m\}$ such that

$$\langle F_{\nu}(\zeta) - F_{\nu}(\xi), G_{\nu}(\zeta) - G_{\nu}(\xi) \rangle \geq \rho \|\zeta - \xi\|^2.$$

(ii) **joint uniform Jordan $P$-property** if there exists a constant $\rho > 0$ such that, for every $\zeta, \xi \in \mathbb{R}^n$,

$$\lambda_2 [(F(\zeta) - F(\xi)) \circ (G(\zeta) - G(\xi))] \geq \rho \|\zeta - \xi\|^2.$$

(iii) **joint Cartesian weak coerciveness** if there is an element $\xi \in \mathbb{R}^n$ such that

$$\lim_{\|\zeta\| \to \infty} \max_{1 \leq i \leq m} \frac{\langle G_i(\zeta) - G_i(\xi), F_i(\zeta) \rangle}{\|\zeta - \xi\|} = +\infty.$$

(iv) **joint Cartesian strong coerciveness** if the last equation holds for all $\xi \in \mathbb{R}^n$.

(v) **joint Cartesian $R_0^w$-property** if, for any sequence $\{\zeta^k\} \subseteq \mathbb{R}^n$ satisfying

$$\|\zeta^k\| \to +\infty, \limsup_{k \to \infty} \|(F(\zeta^k))_-\| < +\infty, \limsup_{k \to \infty} \|(G(\zeta^k))_-\| < +\infty,$$

there holds that

$$\limsup_{k \to \infty} \max_{1 \leq i \leq m} \langle F_i(\zeta^k), G_i(\zeta^k) \rangle = +\infty.$$

It is easy to see that the joint uniform Cartesian $P$-property implies the joint Cartesian strong coerciveness. From the arguments in [47], it follows that the joint uniform Cartesian $P$-property implies the joint uniform Jordan $P$-property, and the joint Cartesian weak coerciveness with respect to an element $\xi$ with $G(\xi) \in \mathcal{K}$ implies the joint Cartesian $R_0^w$-property. Now we are not clear whether the joint uniform Jordan $P$-property implies the joint Cartesian weak coerciveness. Note that the above several properties do not imply the joint monotonicity of $F$ and $G$, but the joint monotonicity of $F$ and $G$ with some additional conditions may imply their joint Cartesian $R_0^w$-property; see the remarks after Prop. 4.2. The following definition recalls the concept of linear growth of a mapping, which is weaker than the global Lipschitz continuity.
Definition 2.2 A mapping \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is said to have linear growth if there exists a constant \( C > 0 \) such that \( \|F(\zeta)\| \leq \|F(0)\| + C\|\zeta\| \) for any \( \zeta \in \mathbb{R}^n \).

We next introduce the Cartesian (strict) column monotonicity of matrices \( M \) and \( N \), which is weaker than the (strict) column monotonicity introduced in [22, page 1014] and [37, page 222]. Particularly, when \( N \) is invertible, this property reduces to the Cartesian \( P_0 \,(P) \)-property of the matrix \(-N^{-1}M\) introduced by Chen and Qi [17].

Definition 2.3 The matrices \( M, N \in \mathbb{R}^{n \times n} \) are said to be

(i) Cartesian column monotone if for any \( u, v \in \mathbb{R}^n \) with \( u \neq 0, v \neq 0 \),
\[
Mu + Nv = 0 \implies \exists \nu \in \{1, \ldots, m\} \text{ s.t. } u_\nu \neq 0 \text{ and } \langle u_\nu, v_\nu \rangle \geq 0.
\]

(ii) Cartesian strictly column monotone if for any \( u, v \in \mathbb{R}^n \) with \( (u, v) \neq (0, 0) \),
\[
Mu + Nv = 0 \implies \exists \nu \in \{1, \ldots, m\} \text{ s.t. } \langle u_\nu, v_\nu \rangle > 0.
\]

To close this section, we recall the concept of B-subdifferential for a locally Lipschitz continuous mapping. If \( H : \mathbb{R}^n \rightarrow \mathbb{R}^m \) is locally Lipschitz continuous, then the set
\[
\partial_B H(z) := \{ V \in \mathbb{R}^{m \times n} \mid \exists \{z\} \subseteq D_H : z^k \rightarrow z, H'(z^k) \rightarrow V \}
\]
is nonempty and called the B-subdifferential [55] of \( H \) at \( z \), where \( D_H \subseteq \mathbb{R}^n \) is the set of points at which \( H \) is differentiable. The convex hull of \( \partial_B H(z) \) is called the generalized Jacobian of Clarke [20], i.e. \( \partial H(z) = \text{conv} \partial_B H(z) \). We assume that the reader is familiar with the concept of (strong) semismoothness, and refer to [49, 55, 56] for the details.

Unless otherwise stated, in the rest of this paper, we assume that \( F = (F_1, \ldots, F_m) \) and \( G = (G_1, \ldots, G_m) \) with \( F_i, G_i : \mathbb{R}^n \rightarrow \mathbb{R}^n \) are continuously differentiable. For a given \( x \in \mathbb{R}^l \) for some \( l \geq 2 \), we write \( x = (x_1, x_2) \in \mathbb{R} \times \mathbb{R}^{l-1} \), where \( x_1 \) is the first component of the vector \( x \) and \( x_2 \) consists of the remaining \( l - 1 \) components of \( x \).

3 Merit functions associated with \( \mathcal{K}^n \)

This section reviews four classes of smooth merit functions associated with \( \mathcal{K}^n \) and their properties related to the merit function approach. The nondifferentiable NR function
\[
\psi_{NR}(x, y) := \|x - (x - y)_+\|^2 \quad \forall x, y \in \mathbb{R}^n
\]
is needed, which plays a crucial role in error bound estimations of other merit functions.
3.1 Implicit Lagrangian function

The implicit Lagrangian \( \psi_{\text{MS}} : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}_+ \), parameterized by \( \alpha > 1 \), is defined as

\[
\psi_{\text{MS}}(x, y) := \max_{u, v \in \mathcal{K}^n} \left\{ \langle x, y - v \rangle - \langle y, u \rangle - \frac{1}{2\alpha} \left( \| x - u \|^2 + \| y - v \|^2 \right) \right\} = \langle x, y \rangle + \frac{1}{2\alpha} \left( \| (x - \alpha y)_+ \|^2 - \| x \|^2 + \| (y - \alpha x)_+ \|^2 - \| y \|^2 \right).
\] (16)

The function is introduced by Mangasarian and Solodov [38] for NCPs, and extended to semidefinite complementarity problems (SDCPs) by Tseng [61] and general symmetric cone complementarity problems (SCCPs) by Kong et al. [33]. By Theorem 3.2(b) of [33], \( \psi_{\text{MS}} \) is a merit function induced by the trace of the SOC complementarity function

\[
\phi_{\text{MS}}(x, y) := x \circ y + \frac{1}{2\alpha} \left[ \| (x - \alpha y)^2_+ - x^2 + (y - \alpha x)^2_+ - y^2 \right] \quad \forall x, y \in \mathbb{R}^n, \alpha > 1.
\] (17)

The following results are extensions of known results, particularly [62, 65, 39], for NCPs.

Lemma 3.1 For any fixed \( \alpha > 1 \) and all \( x, y \in \mathbb{R}^n \), we have the following results.

(a) \( \psi_{\text{MS}}(x, y) = 0 \iff x \in \mathcal{K}^n, y \in \mathcal{K}^n, \langle x, y \rangle = 0 \iff \phi_{\text{MS}}(x, y) = 0 \).

(b) \( \phi_{\text{MS}} \) and \( \psi_{\text{MS}} \) are continuously differentiable everywhere, with

\[
\nabla_x \psi_{\text{MS}}(x, y) = y + \alpha^{-1} ((x - \alpha y)_+ - x) - (y - \alpha x)_+,
\]
\[
\nabla_y \psi_{\text{MS}}(x, y) = x + \alpha^{-1} ((y - \alpha x)_+ - y) - (x - \alpha y)_+.
\]

(c) The gradient function \( \nabla \psi_{\text{MS}} \) is globally Lipschitz continuous.

(d) \( \langle x, \nabla_x \psi_{\text{MS}}(x, y) \rangle + \langle y, \nabla_y \psi_{\text{MS}}(x, y) \rangle = 2\psi_{\text{MS}}(x, y) \).

(e) \( \nabla_x \psi_{\text{MS}}(x, y), \nabla_y \psi_{\text{MS}}(x, y) \geq 0 \).

(f) \( \psi_{\text{MS}}(x, y) = 0 \) if and only if \( \nabla_x \psi_{\text{MS}}(x, y) = 0 \) and \( \nabla_y \psi_{\text{MS}}(x, y) = 0 \).

(g) \( (\alpha - 1)\| \phi_{\text{NR}}(x, y) \|^2 \geq \psi_{\text{MS}}(x, y) \geq (1 - \alpha^{-1})\| \phi_{\text{NR}}(x, y) \|^2 \).

(h) \( \alpha^{-1}(\alpha - 1)^2 \psi_{\text{MS}}(x, y) \leq \| \nabla_x \psi_{\text{MS}}(x, y) + \nabla_y \psi_{\text{MS}}(x, y) \|^2 \leq 2\alpha(\alpha - 1)\psi_{\text{MS}}(x, y) \).

Proof. The proofs of parts (a)–(b) and (e)–(f) are given in [33]. Parts (c)–(d) are direct by the expressions of \( \psi_{\text{MS}} \) and \( \nabla \psi_{\text{MS}} \). Part (g) is a direct application of [62, Prop. 2.2] with \( \tilde{\pi} = -\psi_{\text{MS}} \). Part (h) is easily shown by [50, Theorem 4.2] and (b) and (g). \( \square \)

Analogous to the NCPs and SDCPs, the implicit Lagrangian has the most favorable properties among all projection merit functions. So, we do not review others in this class.
3.2 Fischer-Burmeister (FB) merit function

From [25], $\phi_{rn}$ in (11) is an SOC complementarity function, and whence its squared norm

$$\psi_{\phi_{rn}}(x, y) := \frac{1}{2} \|\phi_{\phi_{rn}}(x, y)\|^2.$$ (18)

is a merit function associated with $K^n$. The function $\psi_{\phi_{rn}}$ was shown to be continuously differentiable everywhere with globally Lipschitz continuous gradient [10, 16], although $\phi_{\phi_{rn}}$ itself is not differentiable. Recently, we extend these favorable properties of $\psi_{\phi_{rn}}$ to the following one-parametric class of merit functions (see [14, 15]):

$$\psi_{\tau}(x, y) := \frac{1}{2} \|\phi_{\tau}(x, y)\|^2,$$ (19)

where $\tau \in (0, 4)$ is an arbitrary fixed parameter and $\phi_{\tau}: \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ is defined by

$$\phi_{\tau}(x, y) := (x + y) - \left[(x - y)^2 + \tau(x \circ y)\right]^{1/2}. $$ (20)

Clearly, when $\tau = 2$, $\psi_{\tau}$ becomes the FB merit function $\psi_{\phi_{rn}}$. The one-parametric class of functions was originally proposed by Kanzow and Kleinmichel [31] for NCPs, and was proved to share all desirable properties of the FB NCP function. The following lemma summarizes those properties of $\psi_{\tau}$ used in the merit function approach.

**Lemma 3.2** For any fixed $\tau \in (0, 4)$ and all $x, y \in \mathbb{R}^n$, we have the following results.

(a) $\psi_{\tau}(x, y) = 0 \iff \phi_{\tau}(x, y) = 0 \iff x \in K^n, y \in K^n, \langle x, y \rangle = 0$.

(b) $\psi_{\tau}$ is continuously differentiable everywhere with $\nabla_x \psi_{\tau}(0, 0) = \nabla_y \psi_{\tau}(0, 0) = 0$. Also, if $w = (x - y)^2 + \tau(x \circ y) \in \text{int}(K^n)$, then

$$\nabla_x \psi_{\tau}(x, y) = \left(I - L_{x + \frac{\tau-2}{2} y} L_{\sqrt{\tau}}^{-1}\right) \phi_{\tau}(x, y),$$

$$\nabla_y \psi_{\tau}(x, y) = \left(I - L_{y + \frac{\tau-2}{2} x} L_{\sqrt{\tau}}^{-1}\right) \phi_{\tau}(x, y);$$

and if $(x - y)^2 + \tau(x \circ y) \in \text{bd}(K^n)$ and $(x, y) \neq (0, 0)$,

$$\nabla_x \psi_{\tau}(x, y) = \left[1 - \frac{x_1 + \frac{\tau-2}{2} y_1}{\sqrt{x_1^2 + y_1^2 + (\tau - 2)x_1y_1}}\right] \phi_{\tau}(x, y),$$

$$\nabla_y \psi_{\tau}(x, y) = \left[1 - \frac{y_1 + \frac{\tau-2}{2} x_1}{\sqrt{x_1^2 + y_1^2 + (\tau - 2)x_1y_1}}\right] \phi_{\tau}(x, y).$$

(c) The gradient function $\nabla \psi_{\tau}$ is globally Lipschitz continuous.

(d) $\langle x, \nabla_x \psi_{\tau}(x, y) \rangle + \langle y, \nabla_y \psi_{\tau}(x, y) \rangle = 2 \psi_{\tau}(x, y).$
(e) \(\langle \nabla_x \psi_\tau(x,y), \nabla_y \psi_\tau(x,y) \rangle \geq 0\), with equality holding if and only if \(\psi_\tau(x,y) = 0\).

(f) \(\psi_\tau(x,y) = 0 \iff \nabla_x \psi_\tau(x,y) = 0 \iff \nabla_y \psi_\tau(x,y) = 0\).

(g) There exist constants \(c_1 > 0\) and \(c_2 > 0\) independent on \(x, y\) such that

\[ c_1 \| \phi_{NR}(x,y) \| \leq \| \phi_\tau(x,y) \| \leq c_2 \| \phi_{NR}(x,y) \|. \]

(h) There exist constants \(C_1 > 0\) and \(C_2 > 0\) only dependent on \(n, \tau\) such that

\[ C_1 \| \phi_\tau(x,y) \| \leq \| \nabla_x \psi_\tau(x,y) + \nabla_y \psi_\tau(x,y) \| \leq C_2 \| \phi_\tau(x,y) \|. \]

**Proof.** The proofs of parts (a)–(b) and (d)–(e) can be found in [14]. Part (c) is proved in [15, Theorem 3.1]. Part (f) follows by parts (a), (b) and (e). Parts (g) and (h) are established in [3]. \(\square\)

Comparing Lemma 3.2 with Lemma 3.1, we see that the functions \(\psi_{FB}\) and \(\psi_{MS}\) share with similar favorable properties, but the properties (e)–(f) of \(\psi_{FB}\) are stronger than those of \(\psi_{MS}\), which make \(\psi_{FB}\) require a weaker stationary point condition; see Prop. 4.1.

It should be pointed out that the squared norms of Evtushenko and Purtov [21] SOC complementarity functions \(\phi_\alpha: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n\) and \(\phi_\beta: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n\), defined as

\[ \phi_\alpha(x,y) := -(x \circ y) + \frac{1}{2\alpha}(x+y)^2 \quad 0 < \alpha \leq 1, \]
\[ \phi_\beta(x,y) := -(x \circ y) + \frac{1}{2\beta}((x)_+^2 + (y)_+^2) \quad 0 < \beta < 1, \]

also provide the smooth merit functions \(\psi_\alpha\) and \(\psi_\beta\) associated with \(K^n\). But, since they do not enjoy the property (e) of \(\psi_\tau\) or the weaker property (e) of \(\psi_{MS}\), it is hard to find the conditions to guarantee that every stationary point of \(\Psi_\alpha\) and \(\Psi_\beta\) is a solution of SOCCPs (see the proof of Prop. 4.1). In addition, unlike in the setting of NCPs, the squared norm of penalized FB SOC complementarity function is not smooth even nondifferentiable. So, this paper does not include these functions.

### 3.3 Luo and Tseng (LT) merit function

The third class of smooth merit functions is an extension of the class of functions introduced by Luo and Tseng [37] for NCPs, and subsequently extended to SDCPs in [61, 66]. In the setting of SOCs, this class of functions is defined as

\[ \psi_{LT}(x,y) := \psi_0((x,y)) + \hat{\psi}(x,y), \quad \forall x, y \in \mathbb{R}^n \]
where \( \psi_0 : \mathbb{R} \to \mathbb{R}_+ \) is an arbitrary smooth function satisfying
\[
\psi_0(0) = 0, \quad \psi'_0(t) = 0 \quad \forall t \leq 0, \quad \text{and} \quad \psi'_0(t) > 0 \quad \forall t > 0
\]
and \( \hat{\psi} : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}_+ \) is an arbitrary smooth function such that
\[
\hat{\psi}(x, y) = 0, \quad \langle x, y \rangle \leq 0 \iff x \in \mathcal{K}_n, \quad y \in \mathcal{K}_n, \quad \langle x, y \rangle = 0.
\]

The requirement for \( \psi_0 \) is a little different from the original LT merit functions [37]. There are many functions satisfying (23) such as the polynomial function \( q^{-1} \max(0, t)^q \) (\( q \geq 2 \)), the exponential function \( \exp(\max(0, t)^2) - 1 \), and logarithmic function \( \ln(1 + \max(0, t)^2) \).

In addition, there are many choices for \( \hat{\psi} \) such as \( \psi_{MS} \), \( \psi_r \) and the following
\[
\hat{\psi}_1(x, y) := \frac{1}{2} \left( \|x\|^2 + \|y\|^2 \right) \quad \text{and} \quad \hat{\psi}_2(x, y) := \frac{1}{2} \| \phi_{FB}(x, y) \|^2.
\]

In this paper, we are particularly interested in three subclasses of \( \psi_{LT} \) with \( \hat{\psi} \) chosen as \( \psi_{FB}, \hat{\psi}_1 \) and \( \hat{\psi}_2 \). Among others, \( \psi_{LT} \) with \( \hat{\psi} = \psi_{FB} \) is an analog of the merit function studied by Yamashita and Fukushima [66] for SDCPs. In view of this, we write \( \psi_{LT} \) with \( \hat{\psi} = \psi_{FB} \) as \( \psi_{LT} \). We also write \( \psi_{LT} \) with \( \hat{\psi} = \hat{\psi}_1 \) and \( \hat{\psi}_2 \) as \( \psi_{LT1} \) and \( \psi_{LT2} \), respectively.

**Lemma 3.3** Let \( \psi \) be one of the functions \( \psi_{VF}, \psi_{LT1} \) and \( \psi_{LT2} \). Then, for all \( x, y \in \mathbb{R}^n \),

(a) \( \psi(x, y) = 0 \iff x \in \mathcal{K}_n, \quad y \in \mathcal{K}_n, \quad \langle x, y \rangle = 0. \)

(b) \( \psi \) is continuously differentiable everywhere. Furthermore,
\[
\nabla_x \psi_{VF}(x, y) = \psi'_0(\langle x, y \rangle) y + \nabla_x \psi_{FB}(x, y),
\]
\[
\nabla_y \psi_{VF}(x, y) = \psi'_0(\langle x, y \rangle) x + \nabla_y \psi_{FB}(x, y),
\]
where \( \nabla_x \psi_{FB} \) and \( \nabla_y \psi_{FB} \) are given by Lemma 3.2(c) with \( \tau = 2; \)
\[
\nabla_x \psi_{LT1}(x, y) = \psi'_0(\langle x, y \rangle) y + (x)_-, \quad \nabla_y \psi_{LT1}(x, y) = \psi'_0(\langle x, y \rangle) x + (y)_-;
\]
when \( \psi = \psi_{LT2}, \quad \nabla_x \psi_{LT2}(0, 0) = \nabla_y \psi_{LT2}(0, 0) = 0, \quad \text{and} \quad \text{if} \quad x^2 + y^2 \in \text{int}(\mathcal{K}_n), \)
\[
\nabla_x \psi_{LT2}(x, y) = \psi'_0(\langle x, y \rangle) y + \left( I - L_x L_{(x^2+y^2)^{1/2}}^{-1} \right) \phi_{FB}(x, y)_+,
\]
\[
\nabla_y \psi_{LT2}(x, y) = \psi'_0(\langle x, y \rangle) x + \left( I - L_y L_{(x^2+y^2)^{1/2}}^{-1} \right) \phi_{FB}(x, y)_+,
\]
and if \( x^2 + y^2 \in \text{bd}^+(\mathcal{K}_n), \)
\[
\nabla_x \psi_{LT2}(x, y) = \psi'_0(\langle x, y \rangle) y + \left( 1 - \frac{x_1}{\sqrt{x_1^2 + y_1^2}} \right) \phi_{FB}(x, y)_+,
\]
\[
\nabla_y \psi_{LT2}(x, y) = \psi'_0(\langle x, y \rangle) x + \left( 1 - \frac{y_1}{\sqrt{x_1^2 + y_1^2}} \right) \phi_{FB}(x, y)_+.
\]
A variant of the LT merit function is the function \( \tilde{\psi}_{LT} : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}_+ \) defined by
\[
\tilde{\psi}_{LT}(x, y) := \psi_0(\|(x \circ y)\|_2^2) + \hat{\psi}(x, y) \quad \forall x, y \in \mathbb{R}^n,
\] (26)
where \( \psi_0 \) satisfies the first and the third properties of (23) and \( \hat{\psi} \) satisfies (24). This class of merit functions was considered by Chen [12]. In this work we are interested in \( \tilde{\psi}_{LT} \) with \( \hat{\psi} = \psi_{FB}, \tilde{\psi}_1 \) and \( \tilde{\psi}_2 \), and write them as \( \psi_{vF}, \psi_{LT1} \) and \( \psi_{LT2} \), successively.

### 3.4 A variant of LT merit function

A variant of the LT merit functions is the function \( \tilde{\psi}_{LT} : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}_+ \) defined by
\[
\tilde{\psi}_{LT}(x, y) := \psi_0(\|(x \circ y)\|_2^2) + \hat{\psi}(x, y) \quad \forall x, y \in \mathbb{R}^n,
\] (26)
where \( \psi_0 \) satisfies the first and the third properties of (23) and \( \hat{\psi} \) satisfies (24). This class of merit functions was considered by Chen [12]. In this work we are interested in \( \tilde{\psi}_{LT} \) with \( \hat{\psi} = \psi_{FB}, \tilde{\psi}_1 \) and \( \tilde{\psi}_2 \), and write them as \( \psi_{vF}, \psi_{LT1} \) and \( \psi_{LT2} \), successively.

### Proof.
When \( \psi = \psi_{vF} \), from the definition of \( \psi_{vF} \) and Lemma 3.2(a) and (c)–(d), we readily get parts (a)–(c); parts (d)–(e) are easily verified by using part (b), Lemma 3.2(e) with \( \tau = 2 \) and equation (23). When \( \psi = \psi_{LT1} \) and \( \psi_{LT2} \), parts (a)–(b) and (d)–(e) are established in Prop. 3.1 and Prop. 3.2 of [12] except the smoothness of \( \psi_{LT2} \), which is implied by Lemma 1 of appendix. Part (c) is immediate by using the expressions of \( \nabla \psi_{LT1} \) and \( \nabla \psi_{LT2} \) and noting that \( \nabla \tilde{\psi} \) is globally Lipschitz continuous on \( \mathbb{R}^n \times \mathbb{R}^n \).

When \( \psi = \psi_{vF} \) and \( \psi_{LT2} \), part (f) follows by parts (b) and (e), and when \( \psi = \psi_{LT1} \), part (f) follows by parts (b) and (d). By Prop. 3.1(b) of [12], \( \tilde{\psi}_1 \) is convex over \( \mathbb{R}^n \times \mathbb{R}^n \). Since \( \psi_0 \) is convex and nondecreasing in \( \mathbb{R} \), it is easy to verify that \( \psi_0(\langle x, y \rangle) \) is also convex over \( \mathbb{R}^n \times \mathbb{R}^n \). So, we obtain the result of part (g).  

Comparing Lemma 3.3 with Lemmas 3.1 and 3.2, we observe that \( \psi_{MS} \) and \( \psi_\tau \) have two remarkable advantages over the LT class of merit functions: one is the positive homogeneity of \( \psi_{MS} \) and \( \psi_\tau \), which makes the corresponding merit functions for SOCCPs overcome the bad-scaling of problems; the other is that their gradients have the same growth as the merit function itself, which is the key to establish convergence rate of some descent algorithms. It should be pointed out that although the LT class of merit functions does not possess the property (g) of \( \psi_{MS} \) and \( \psi_{FB} \), the corresponding merit functions for the SOCCPs may provide a global error bound under a weaker condition (see Prop. 4.3), and moreover, Lemma 3.5 below shows that they have faster growth than \( \psi_{MS} \) and \( \psi_{FB} \).
Lemma 3.4 Let \( \psi \) be one of the functions \( \hat{\psi}_{yF}, \hat{\psi}_{LT1} \) and \( \hat{\psi}_{LT2} \). Then, for all \( x, y \in \mathbb{R}^n \),

(a) \( \psi(x, y) = 0 \iff x \in \mathcal{K}^n, \ y \in \mathcal{K}^n, \ \langle x, y \rangle = 0. \)

(b) \( \psi \) is continuously differentiable everywhere, with

\[
\begin{align*}
\nabla_x \psi(x, y) &= 2\psi_0'(\|x \circ y\|) L_y(x \circ y) + \nabla_x \hat{\psi}(x, y), \\
\nabla_y \psi(x, y) &= 2\psi_0'(\|x \circ y\|) L_x(x \circ y) + \nabla_y \hat{\psi}(x, y),
\end{align*}
\]

where \( \nabla_x \hat{\psi}(x, y) \) and \( \nabla_y \hat{\psi}(x, y) \) are same as in Lemma 3.3.

(c) The gradient \( \nabla \psi \) is globally Lipschitz continuous on any bounded set of \( \mathbb{R}^n \times \mathbb{R}^n \).

(d) \( \langle x, \nabla_x \psi(x, y) \rangle + \langle y, \nabla_y \psi(x, y) \rangle = 4\psi_0'(\|x \circ y\|) \|x \circ y\|^2 + 2\hat{\psi}(x, y). \)

(e) \( \psi(x, y) = 0 \iff \nabla_x \psi(x, y) = 0 \) and \( \nabla_y \psi(x, y) = 0. \)

Proof. The proofs are same as that of Lemma 3.3, and we omit them. \( \square \)

For the class of merit functions \( \hat{\psi}_{LT} \), it is difficult to establish the following inequality

\[
\langle \nabla_x \hat{\psi}_{LT}(x, y), \nabla_y \hat{\psi}_{LT}(x, y) \rangle \geq 0 \ \forall x, y \in \mathbb{R}^n
\]

although numerical simulations show that they possess the property. The main difficulty is to estimate the terms \( \langle L_y(x \circ y), \nabla_x \hat{\psi}(x, y) \rangle \) and \( \langle L_x(x \circ y), \nabla_y \hat{\psi}(x, y) \rangle \).

To close this section, we characterize the growth of the above merit functions via a lemma, whose proof is direct by the arguments of [47, Sec. 4] and the remarks after it.

Lemma 3.5 If the sequence \( \{(x^k, y^k)\} \subseteq \mathbb{R}^n \times \mathbb{R}^n \) satisfies one of the conditions:

(i) \( \lim\inf_{k \to \infty} \lambda_1(x^k) = -\infty \) or \( \lim\inf_{k \to \infty} \lambda_1(y^k) \to -\infty; \)

(ii) \( \{\lambda_1(x^k)\} \) and \( \{\lambda_1(y^k)\} \) are bounded below, \( \lambda_2(x^k), \lambda_2(y^k) \to +\infty, \) and \( \frac{x^k}{\|x^k\|} \circ \frac{y^k}{\|y^k\|} \to 0; \)

(iii) \( \{\lambda_1(x^k)\} \) and \( \{\lambda_1(y^k)\} \) are bounded below, and \( \lim\sup_{k \to \infty} \langle x^k, y^k \rangle = +\infty, \)

then \( \lim\sup_{k \to \infty} \psi(x^k, y^k) \to \infty \) for \( \psi = \psi_{yF}, \psi_{LT1}, \psi_{LT2}, \hat{\psi}_{yF}, \hat{\psi}_{LT1}, \) and \( \hat{\psi}_{LT2}. \) If \( \{(x^k, y^k)\} \) satisfies (i) or (ii), then \( \lim\sup_{k \to \infty} \psi(x^k, y^k) \to \infty \) with \( \psi = \psi_{yF}, \psi_{LT1}, \psi_{LT2}, \hat{\psi}_{yF}, \hat{\psi}_{LT1}, \) and \( \hat{\psi}_{LT2}. \)

The condition (ii) of Lemma 3.5 implies the condition (iii) since, when \( \{\lambda_1(x^k)\} \) and \( \{\lambda_1(y^k)\} \) are bounded below and \( \lambda_2(x^k), \lambda_2(y^k) \to +\infty, \) there must exist a vector \( d \in \mathbb{R}^n \) such that \( x^k - d \in \mathcal{K}^n \) and \( y^k - d \in \mathcal{K}^n, \) which along with \( \frac{x^k}{\|x^k\|} \circ \frac{y^k}{\|y^k\|} \to 0 \) yields that \( \frac{(x^k, y^k)}{\|x^k\|,\|y^k\|} \to c > 0 \) (taking a subsequence if necessary), and \( \lim\sup_{k \to \infty} \langle x^k, y^k \rangle = +\infty \) then follows. Hence, \( \psi_{LT} \) and its variant \( \hat{\psi}_{LT} \) have faster growth than \( \psi_{yF} \) and \( \psi_{LT1}. \)
4 Merit function approach and applications

This section is devoted to the merit function methods for the generalized SOCCP (3), which yields a solution of (3) by solving an unconstrained minimization (8) with \( \psi \) being one of the merit functions introduced in last section. Throughout this section, we assume that \( \mathcal{K} \) has the Cartesian structure of (2), and for any \( \zeta \in \mathbb{R}^n \), write

\[
\nabla_x \psi(F(\zeta), G(\zeta)) = \left( \nabla_{x_1} \psi(F_1(\zeta), G_1(\zeta)), \ldots, \nabla_{x_m} \psi(F_m(\zeta), G_m(\zeta)) \right),
\]

\[
\nabla_y \psi(F(\zeta), G(\zeta)) = \left( \nabla_{y_1} \psi(F_1(\zeta), G_1(\zeta)), \ldots, \nabla_{y_m} \psi(F_m(\zeta), G_m(\zeta)) \right).
\]

When applying effective gradient-type methods for the problem (8), we expect only a stationary point due to the nonconvexity of merit functions. Thus, it is necessary to know what conditions can guarantee every stationary point of \( \Psi \) to be a solution of (3). The following proposition provides a suitable condition for the first three classes of functions.

**Proposition 4.1** Let \( \Psi \) be given by (8) with \( \psi \) being one of the previous merit functions.

(a) When \( \psi = \psi_{\tau}, \psi_{\text{VF}} \) and \( \psi_{\text{LT2}} \), every stationary point of \( \Psi \) is a solution of (3) if \( \nabla F(\zeta) \) and \( -\nabla G(\zeta) \) are Cartesian column monotone for any \( \zeta \in \mathbb{R}^n \).

(b) When \( \psi = \psi_{\text{MS}} \) or \( \psi_{\text{LT1}} \), every stationary point of \( \Psi \) is a solution of (3) if \( \nabla F(\zeta) \) and \( -\nabla G(\zeta) \) are Cartesian strictly column monotone for any \( \zeta \in \mathbb{R}^n \).

**Proof.** Since \( F \) and \( G \) are continuously differentiable, by Lemmas 3.1–3.3(b), the function \( \Psi \) is continuously differentiable with

\[
\nabla \Psi(\zeta) = \nabla F(\zeta) \nabla_x \psi(F(\zeta), G(\zeta)) + \nabla G(\zeta) \nabla_y \psi(F(\zeta), G(\zeta)).
\]  

(27)

Let \( \zeta \in \mathbb{R}^n \) be an arbitrary but fixed stationary point of the function \( \Psi \). Then,

\[
\nabla F(\zeta) \nabla_x \psi(F(\zeta), G(\zeta)) + \nabla G(\zeta) \nabla_y \psi(F(\zeta), G(\zeta)) = 0.
\]  

(28)

Suppose that \( \zeta \) is not a solution of (3). When \( \psi = \psi_{\tau}, \psi_{\text{VF}} \) and \( \psi_{\text{LT2}} \), we must have \( \nabla_x \psi(F(\zeta), G(\zeta)) \neq 0 \) and \( \nabla_y \psi(F(\zeta), G(\zeta)) \neq 0 \) by Lemma 3.2–3.3(f). Since \( \nabla F(\zeta) \) and \( -\nabla G(\zeta) \) are Cartesian column monotone, equality (28) implies that there exists an index \( \nu \in \{1, \ldots, m\} \) such that \( \nabla_{x_\nu} \psi(F_\nu(\zeta), G_\nu(\zeta)) \neq 0 \) and

\[
\langle \nabla_{x_\nu} \psi(F_\nu(\zeta), G_\nu(\zeta)), \nabla_{y_\nu} \psi(F_\nu(\zeta), G_\nu(\zeta)) \rangle \leq 0.
\]

Along with Lemma 3.2–3.3(e), we have \( \psi(F_\nu(\zeta), G_\nu(\zeta)) = 0 \). This, by Lemma 3.2–3.3(f), implies \( \nabla_{x_\nu} \psi(F_\nu(\zeta), G_\nu(\zeta)) = 0 \), and then we get a contradiction. When \( \psi = \psi_{\text{MS}} \) or \( \psi_{\text{LT1}} \), by Lemma 3.1 and 3.3(f) we have \( \langle \nabla_x \psi(F(\zeta), G(\zeta)), \nabla_y \psi(F(\zeta), G(\zeta)) \rangle \neq (0, 0) \).
Since $\nabla F(\zeta)$ and $-\nabla G(\zeta)$ are Cartesian strictly column monotone, (28) implies that there exists an index $\nu \in \{1, \ldots, m\}$ such that $\nabla_{x_\nu} \psi(F_\nu(\zeta), G_\nu(\zeta)) \neq 0$ and

$$\langle \nabla_{x_\nu} \psi(F_\nu(\zeta), G_\nu(\zeta)), \nabla_{y_\nu} \psi(F_\nu(\zeta), G_\nu(\zeta)) \rangle < 0,$$

which is impossible by Lemma 3.1 and 3.3(e). The proof is completed.

When $\nabla G(\zeta)$ is invertible, since the Cartesian (strict) column monotonicity of $\nabla F(\zeta)$ and $-\nabla G(\zeta)$ is equivalent to the Cartesian $P_0$-property of $\nabla G(\zeta)^{-1} \nabla F(\zeta)$, Prop. 4.1 extends the results of [10, Prop. 3] and [12, Prop. 3.3] for $\psi_{\text{yf}}$ and $\psi_{\text{lt2}}$, respectively, as well as recovers the result of [44, Prop. 5.1]. When $G$ is an identity mapping, in view of Lemmas 3.1–3.3(e), using the same arguments as in [33, Theorem 5.3] can prove that every regular stationary point of $\Psi$ is a solution of (3). From [33], we know that the regularity is weaker than the Cartesian $P$-property of $\nabla F$, but it is not clear whether it is weaker than the Cartesian $P_0$-property of $\nabla F$.

The property that $\langle \nabla_x \psi(x, y), \nabla_y \psi(x, y) \rangle \geq 0$ for all $x, y \in \mathbb{R}^n$ plays a crucial role in the proof of Prop. 4.1. For the variant of LT functions $\hat{\Psi}_{\text{lt}}$, since the desirable property is not established, we can not provide suitable stationary point conditions for $\hat{\Psi}_{\text{lt}}$.

When solving the minimization problem (8), to guarantee that the iterative sequence generated has a limit point, it is necessary to require that $\Psi$ has bounded level sets, which is implied by the coerciveness of $\Psi$, i.e., $\limsup_{\|\zeta\| \to \infty} \Psi(\zeta) = +\infty$. The following proposition provides the weakest coerciveness conditions for the previous merit functions.

**Proposition 4.2** Suppose the mappings $F$ and $G$ satisfy one of the following conditions:

(C.1) $F$ and $G$ have the joint uniform Jordan $P$-property and the linear growth.

(C.2) $F$ and $G$ have the joint Cartesian weak coerciveness and the linear growth.

(C.3) $F$ and $G$ are the joint Cartesian $R_{\text{w0}}$-functions.

Then $\Psi_{\text{nr}}, \Psi_{\text{ms}}$ and $\Psi_\tau$ are coercive under (C.1) or (C.2); $\Psi_{\text{lt1}}, \Psi_{\text{lt2}}, \hat{\Psi}_{\text{lt1}}$ and $\hat{\Psi}_{\text{lt2}}$ are coercive under (C.3); and $\psi_{\text{yf}}$ and $\hat{\psi}_{\text{yf}}$ are coercive under one of (C.1)–(C.3).

**Proof.** The arguments are similar to those of [47], and we here omit them.  

From the remarks after Def. 2.1, we know that the functions $\Psi_{\text{nr}}, \Psi_{\text{ms}}$ and $\Psi_\tau$ require a stronger coerciveness condition than the functions $\psi_{\text{yf}}, \psi_{\text{lt1}}, \psi_{\text{lt2}}$, $\hat{\psi}_{\text{yf}}, \hat{\psi}_{\text{lt1}}, \hat{\psi}_{\text{lt2}}$. It is worthwhile to point out, when $F$ and $G$ are jointly monotone mappings satisfying $\lim_{\|\zeta\| \to \infty} \| F(\zeta) \| + \| G(\zeta) \| = \infty$ and the generalized SOCCP (3) is strictly feasible, i.e., there exists $\zeta \in \mathbb{R}^n$ such that $F(\zeta), G(\zeta) \in \text{int}(\mathcal{K})$, using the same arguments as those of
[47, Prop. 3.4] yields that \( F \) and \( G \) have the joint Cartesian \( R_0^\ast \)-property. Thus, Prop. 4.2 extends the results of [10, Prop. 6] and [12, Prop. 4.3]. In addition, this proposition also extends the results obtained in [45, 44] for the boundedness of level sets of \( \Psi_{\text{NR}}, \Psi_{\text{MS}}, \Psi_{\tau} \).

Next we review the global error bound results for the previous merit functions. These results play a key role in establishing the convergence rate of merit function approaches.

**Proposition 4.3** Let \( \zeta^* \) be a solution of the SOCCP (3) and \( \Psi \) be given by (8) with \( \psi \) being one of the merit functions introduced in last section. Then,

(a) when \( \psi = \psi_{\text{VF}}, \psi_{\text{LT}_1}, \psi_{\text{LT}_2} \) and \( \hat{\psi}_{\text{VF}}, \hat{\psi}_{\text{LT}_1}, \hat{\psi}_{\text{LT}_2} \), if \( F \) and \( G \) have the joint uniform Cartesian \( P \)-property, then there exists a constant \( \kappa > 0 \) such that for any \( \zeta \in \mathbb{R}^n \),

\[
\kappa \| \zeta - \zeta^* \|^2 \leq \left[ \psi_0^{-1}(\Psi(\zeta)) \right]^{1/2} + \Psi(\zeta)^{1/2};
\tag{29}
\]

(b) when \( \psi = \psi_{\text{NR}}, \psi_{\text{MS}} \) and \( \psi_{\text{FB}} \), if \( F \) and \( G \) are Lipschitz continuous and have joint uniform Cartesian \( P \)-property, then there exist constants \( \kappa_1, \kappa_2 > 0 \) such that

\[
\kappa_1 \Psi(\zeta) \leq \| \zeta - \zeta^* \|^2 \leq \kappa_2 \Psi(\zeta), \quad \forall \zeta \in \mathbb{R}^n.
\tag{30}
\]

**Proof.** (a) From Def. 2.1(i), there exist an index \( \nu \in \{1, \ldots, m\} \) and \( \varrho > 0 \) such that

\[
\varrho \| \zeta - \zeta^* \|^2 \leq \langle F_i(\zeta) - F_i(\zeta^*), G_i(\zeta) - G_i(\zeta^*) \rangle \quad \forall \zeta \in \mathbb{R}^n.
\]

Using the same arguments as Prop. 5 of [10], we obtain that for any \( \zeta \in \mathbb{R}^n \),

\[
\hat{\kappa} \| \zeta - \zeta^* \|^2 \leq \langle F_i(\zeta), G_i(\zeta) \rangle + \| (F_i(\zeta))_- \| + \| (G_i(\zeta))_- \|
\]

where \( \hat{\kappa} := \frac{\varrho}{\max\{1, \| F_i(\zeta^*) \|, \| G_i(\zeta^*) \| \}} \). Note that, for any \( \zeta \in \mathbb{R}^n \),

\[
\langle F_i(\zeta), G_i(\zeta) \rangle \leq (F_i(\zeta)^T G_i(\zeta))^+ \text{ or } \sqrt{2} \| (F_i(\zeta) \circ G_i(\zeta))^+ \|.
\]

From the increasing of \( \psi_0^{-1}(t) \) on \([0, +\infty)\) and the nonnegativity of \( \psi_{\text{FB}} \) and \( \hat{\psi} \), we get

\[
(F_i(\zeta)^T G_i(\zeta))^+ \text{ or } \| (F_i(\zeta) \circ G_i(\zeta))^+ \| \leq \left[ \psi_0^{-1}(\psi(F_i(\zeta), G_i(\zeta))) \right]^{1/2} \leq \left[ \psi_0^{-1}(\Psi(\zeta)) \right]^{1/2}.
\]

In addition, using Lemma 8 of [10], it is easy to verify that

\[
\| (F_i(\zeta))_- \| + \| (G_i(\zeta))_- \| \leq 2\sqrt{2}\psi_{\text{FB}}(F_i(\zeta), G_i(\zeta))^{1/2} \text{ or } 2\hat{\psi}(F_i(\zeta), G_i(\zeta))^{1/2}
\]

\[
\leq 2\sqrt{2}\Psi(\zeta)^{1/2}.
\]

Combining the last two equations, we readily obtain the result in (29) with \( \kappa = \hat{\kappa}/(2\sqrt{2}) \).

(b) When \( \psi = \psi_{\text{NR}} \) and \( \psi_{\text{MS}} \), the result is established in Theorem 6.3 of [33]. When \( \psi = \psi_{\text{FB}} \), the result is direct by Lemma 3.2(g) and the result for \( \Psi_{\text{NR}} \). \(\square\)
The constant \( \kappa \) in Prop. 4.3 is dependent on \( \zeta^* \) and \( \varrho \), whereas \( \kappa_1, \kappa_2 \) are also dependent on the Lipschitz constants of \( F \) and \( G \) besides \( \zeta^* \) and \( \varrho \). This proposition shows that the LT class of merit functions \( \Psi_{LT} \) and its variant \( \Psi_{LT}^* \) may provide an upper global error estimation under a weaker condition than the functions \( \Psi_{NR}, \Psi_{MS} \) and \( \Psi_{FB} \), although the latter also provides a lower global error estimation. Prop. 4.3(a) extends the results of [10, Prop. 5] and [12, Prop. 4.1]. From this proposition, we readily recover the error bound results of these merit functions in the setting of NCPs [30, 37].

Up to now, we have established the theoretical foundations of the merit function methods when applying existing gradient-type descent methods, for example the BFGS method, for solving (8). Except these existing minimization methods, we may develop new descent algorithms for the unconstrained reformulation (8) in view of the following proposition. These methods have some attractive features for some special classes of SOCCPs.

**Proposition 4.4** Let \( \psi \) be one of the first three classes of merit functions in last section. Suppose that \( \nabla G(\zeta) \) is invertible for every \( \zeta \in \mathbb{R}^n \), and \( \zeta \) is not a solution of (3). Let

\[
d(\zeta, \beta) := -[\nabla G(\zeta)^{-1}]^T \left[ \nabla_x \psi(F(\zeta), G(\zeta)) + \beta \nabla_y \psi(F(\zeta), G(\zeta)) \right] \quad \forall \zeta \in \mathbb{R}^n. \tag{31}
\]

(a) Then, when \( \psi = \psi_T, \psi_{yy} \) and \( \psi_{LT}, \langle d(\zeta, \beta), \nabla \psi(\zeta) \rangle < 0 \) for sufficiently small \( \beta > 0 \), provided that \( \nabla G(\zeta)^{-1} \nabla F(\zeta) \) is positive semidefinite.

(b) When \( \psi = \psi_{MS} \) and \( \psi_{LT}, \langle d(\zeta, \beta), \nabla \psi(\zeta) \rangle < 0 \) for sufficiently small \( \beta > 0 \), provided that \( \nabla G(\zeta)^{-1} \nabla F(\zeta) \) is positive definite.

**Proof.** Using the definition of \( d(\zeta, \beta) \) and formula (27), we calculate that

\[
\langle d(\zeta, \beta), \nabla \psi(\zeta) \rangle = -\langle \nabla_x \psi(F(\zeta), G(\zeta)), \nabla G(\zeta)^{-1} \nabla F(\zeta) \nabla_x \psi(F(\zeta), G(\zeta)) \rangle \\
-\langle \nabla_x \psi(F(\zeta), G(\zeta)), \nabla_y \psi(F(\zeta), G(\zeta)) \rangle \\
-\beta \langle \nabla_x \psi(F(\zeta), G(\zeta)), \nabla G(\zeta)^{-1} \nabla F(\zeta) \nabla_y \psi(F(\zeta), G(\zeta)) \rangle \\
-\beta \| \nabla_y \psi(F(\zeta), G(\zeta)) \|^2.
\]

Together with Lemmas 3.1–3.3(e)–(f), we obtain the desired results. \( \square \)

Motivated by Prop. 4.4 and the descent algorithms for NCPs (see, e.g., [65, 39, 68]), we next utilize the direction \( d(\zeta, \beta) \) to design an algorithm for the generalized SOCCPs that involve an invertible \( \nabla G \) and a positive definite (or positive semidefinite) \( \nabla G^{-1} \nabla F \).

**Algorithm 4.1**

**Step 0.** Let \( \psi \) be from the first three classes of merit functions of last section. Choose a point \( \zeta^0 \in \mathbb{R}^n, \sigma \in (0, 1/2) \) and \( \gamma, \beta \in (0, 1) \) with \( \gamma < \beta \). Set \( k := 0 \).
Step 1. If $\Psi(\zeta^k) = 0$, then stop and $\zeta^k$ is a solution of the SOCCP.

Step 2. Let $l_k$ be the smallest nonnegative integer $l$ satisfying

$$
\Psi(\zeta^k + \gamma l d(\zeta^k, \beta^l)) - \Psi(\zeta^k) \leq -\sigma \gamma^2 \|\nabla_x \psi(F(\zeta^k), G(\zeta^k)) + \nabla_y \psi(F(\zeta^k), G(\zeta^k))\|^2
$$

where $d(\zeta, \beta)$ is defined as in (31), and set

$$
d^k(\beta^k) := d(\zeta^k, \beta^k) \quad \text{and} \quad \zeta^{k+1} := \zeta^k + \gamma^k d^k(\beta^k).
$$

Step 3. Let $k := k + 1$, and then go to Step 1.

When applying Algorithm 4.1 for solving the SOCCP (4), the computation of the search direction $d(\zeta, \beta)$ and the stepsize does not require the gradients of $F$. This makes the method suitable for large-scale problems, as well as applications where the derivatives of $F(\cdot)$ are not available or are costly to compute.

By Prop. 4.4, when $\nabla G^{-1} \nabla F$ is positive definite (semidefinite), the direction $d(\zeta, \beta)$ is descent for sufficiently small $\beta > 0$. To achieve this goal, we start Algorithm 4.1 with some reasonable small $\beta$ and adapt iteratively by decreasing it if the linesearch step fails or the algorithm does not appear to make predicted progress. Such adaptive choice for the constant $\beta$ is also adopted in descent algorithms for NCPs; see [39, 68].

For Algorithm 4.1, by Lemmas 3.1–3.3(e)–(f), using the same arguments as those of [46, Theorem 4.1] yields the following global convergence results.

**Theorem 4.1** Suppose that $\nabla G(\zeta)$ is invertible for every $\zeta \in \mathbb{R}^n$, and $\nabla G(\zeta)^{-1} \nabla F(\zeta)$ is positive semidefinite for every $\zeta \in \mathbb{R}^n$ when $\psi = \psi_{\tau}, \psi_{yF}$ and $\psi_{LT2}$, and $\nabla G(\zeta)^{-1} \nabla F(\zeta)$ is positive definite for every $\zeta \in \mathbb{R}^n$ when $\psi = \psi_{MS}$ and $\psi_{LT1}$. Then, Algorithm 4.1 is well defined for any initial point $\zeta^0$, and any accumulation point of the sequence $\{\zeta^k\}$ generated by Algorithm 4.1 is a solution of the SOCCP (3).

When $F$ and $G$ satisfy the corresponding conditions of Prop. 4.2, the sequence $\{\zeta^k\}$ generated by Algorithm 4.1 has always an accumulation point. Together with Theorem 4.1, clearly, when $G$ is an identity mapping and $F$ is strongly monotone and Lipschitz continuous, the sequence $\{\zeta^k\}$ converges to the unique solution of (3). Particularly, for $\psi = \psi_{MS}$ and $\psi_{FB}$, using the properties (e) and (g)–(h) of Lemmas 3.1 and 3.2, and the same arguments as those of [46, Theorem 5.1], we may establish the $R$-linear rate of convergence of Algorithm 4.1 under strong monotonicity.
Theorem 4.2 Let $\Psi = \Psi_{MS}$ or $\Psi_{FB}$. Suppose that $\nabla G(\zeta)$ is invertible for any $\zeta \in \mathbb{R}^n$, and $F$ and $G$ are jointly strongly monotone and have linear growth. If $\nabla F$ and $\nabla G$ are Lipschitz continuous on the set $L_{\Psi} := \{ \zeta \in \mathbb{R}^n : \Psi(\zeta) \leq \Psi(\zeta_0) \}$, then the sequence $\{ \Psi(\zeta_k) \}$ converges to zero $Q$-linearly and $\{ \zeta_k \}$ converges $R$-linearly to the solution of (3).

When $\psi = \psi_{YF}$ and $\psi_{LT}$, we can not establish the convergence rate of Algorithm 4.1 since it is not clear whether the inequality $\| \nabla_x \psi(x,y) + \nabla_y \psi(x,y) \|^2 \geq c_1 \psi(x,y)$ for some $c_1 > 0$ holds or not, although they have more desirable error bound results.

The discussions above show that $\Psi_{FB}$ seems to possess more desirable properties than $\Psi_{MS}$, $\Psi_{YF}$, $\Psi_{LT1}$, and $\Psi_{LT2}$, although for some properties the LT merit functions $\Psi_{YF}$, $\Psi_{LT1}$ and $\Psi_{LT2}$ need weaker conditions; for example, the coercive property and the global error bound property. In the next subsections, we compare their numerical performance by applying these merit function methods for convex SOCPs and SOCCPs.

4.1 Applications in the solution of convex SOCPs

We employ the merit function methods to solve the SOCP (5) with a twice continuously differentiable convex $f$. From [10], it follows that the KKT optimality conditions of (5) can be reformulated as the generalized SOCCP (3) with $F(\zeta) = \hat{x} + (I - A^T(AA)^{-1})\zeta$ and $G(\zeta) = \nabla f(F(\zeta)) - A^T(AA)^{-1}A\zeta$ where $\hat{x} \in \mathbb{R}^n$ satisfies $Ax = b$. We apply the BFGS method for the minimization reformulation (8) with $\psi$ chosen as one of the previous merit functions.

In the BFGS method, we revert to the steepest descent direction $-\nabla \Psi(\zeta)$ whenever $p^Tq \leq 10^{-5}\|p\|\|q\|$, where $p := \zeta - \zeta_{old}$ and $q := \nabla \Psi(\zeta) - \nabla \Psi(\zeta_{old})$. We adopt a nonmonotone line search as described in [26] to seek a suitable stepsize, i.e., we compute the smallest nonnegative integer $l_k$ such that

$$
\Psi(\zeta_k + \rho^k d^k) \leq \mathcal{W}_k + \sigma \rho^k \nabla \Psi(\zeta_k)^T d^k
$$

where $d^k$ denotes the direction in the $k$th iteration, $\rho$ and $\sigma$ are parameters in $(0,1)$, and $\mathcal{W}_k = \max_{j=k-m_k} \cdots \zeta(\zeta_j)$ and where, for a given nonnegative integer $\hat{m}$ and $s$, we set

$$
m_k = \begin{cases} 
0 & \text{if } k \leq s \\
\min \{ m_{k-1} + 1, \hat{m} \} & \text{otherwise}
\end{cases}
$$

Throughout the experiments, unless otherwise stated we choose the following parameters:

$$
\rho = 0.5, \quad \sigma = 10^{-4}, \quad \hat{m} = 5 \quad \text{and} \quad s = 5.
$$
Table 1: Numerical results for linear SOCPs from DIMACS Library

<table>
<thead>
<tr>
<th>Name</th>
<th>nb</th>
<th>nb_L1</th>
<th>nb_L2</th>
<th>nb_L2_bessel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NF</td>
<td>Iter</td>
<td>Ψ(ζ)</td>
<td>NF</td>
</tr>
<tr>
<td>Ψ_FB</td>
<td>3340</td>
<td>2776</td>
<td>8.19e–7</td>
<td>14200</td>
</tr>
<tr>
<td>Ψ_MS</td>
<td>9908</td>
<td>8619</td>
<td>4.98e–5</td>
<td>*</td>
</tr>
<tr>
<td>Ψ_YF</td>
<td>2029</td>
<td>1615</td>
<td>9.58e–7</td>
<td>15257</td>
</tr>
<tr>
<td>Ψ_YF</td>
<td>4421</td>
<td>3688</td>
<td>7.81e–7</td>
<td>11671</td>
</tr>
<tr>
<td>Ψ_LT1</td>
<td>2147</td>
<td>1484</td>
<td>2.17e–8</td>
<td>15046</td>
</tr>
<tr>
<td></td>
<td>760</td>
<td>559</td>
<td>8.08e–8</td>
<td>16539</td>
</tr>
<tr>
<td>Ψ_LT2</td>
<td>1882</td>
<td>1391</td>
<td>2.15e–8</td>
<td>18414</td>
</tr>
<tr>
<td></td>
<td>924</td>
<td>746</td>
<td>7.62e–8</td>
<td>21050</td>
</tr>
<tr>
<td>Ψ_LT1</td>
<td>12269</td>
<td>10000</td>
<td>1.33e–9</td>
<td>10319</td>
</tr>
<tr>
<td>Ψ_LT2</td>
<td>12376</td>
<td>10000</td>
<td>1.57e–9</td>
<td>10191</td>
</tr>
</tbody>
</table>

The notation * means that the merit function method fails due to too small stepsize.

Since the SOCP instances to solve have a large \( n \), we employ a limited-memory BFGS method [4] (L-BFGS, for short) with 5 limited-memory vector-updates to solve (8). In the L-BFGS method, we adopt the choice of \( \gamma = p^T q / q^T q \) recommended by [42, page 226] for the scaling matrix \( H^0 = \gamma I \), where \( p \) and \( q \) are same as above.

All tests were done at a PC of Pentium 4 with 2.8GHz CPU and 512MB memory. The computer codes were written in Matlab 6.5. During the testing, we computed the vector \( \hat{x} \) in \( F \) as a solution of \( \min_d \| Ad - b \| \) using Matlab’s least square solver. We evaluated \( F \) and \( G \) with the Cholesky factorization of \( AA^T \), which is efficient when \( A \) is sparse. In particular, given such a factorization \( RR^T = AA^T \), we compute \( x = F(\zeta) \) and \( y = G(\zeta) \) for each \( \zeta \) via two matrix-vector multiplications and two forward/backward solvers:

\[
Ru = A\zeta, \quad R^Tv = u, \quad w = A^Tv, \quad x = d + \zeta - w \quad y = \nabla f(x) - w.
\]

We started the BFGS method with \( \zeta^0 = 0 \), and terminated the iteration whenever one of the following conditions was satisfied: (1) \( \Psi(\zeta) \leq \epsilon_1 \) and \( |F(\zeta)^T G(\zeta)| \leq \epsilon_2 \); (2) The step-length is less than \( 10^{-12} \); (3) The number of iteration is over \( k_{\text{max}} \). The parame-
ter $\alpha$ in $\Psi_{MS}$ is always chosen as 50. For $\psi_0$ in $\Psi_{LT}$ and $\tilde{\Psi}_{LT}$, we select $\psi_0(t) = \max(0, t)^2/2$.

We tested two groups of instances for convex SOCPs. The first one is composed of four standard linear SOCPs from the DIMACS Implementation Challenge library [52]. We solved them by use of the L-BFGS method with $\epsilon_1 = 10^{-6}$, $\epsilon_2 = 10^{-4}$ and $k_{\text{max}} = 10^5$. Numerical results are reported in Table 1, in which $\text{NF}$ denotes the function evaluations for solving each problem, $\text{Iter}$ means the number of iterations needed for each problem, $\Psi(\zeta^k)$ denotes the merit function value at the final iteration, and for $\Psi_{LT1}$ and $\Psi_{LT2}$, the results on the second line are obtained by choosing $\psi_0(t) = \log(1 + \max(0, t)^2)$.

![Figure 1: Values of merit functions versus iterations for L-BFGS on “nb”](image)

From Table 1, we see that all merit function methods can not yield desired result for the difficult “nb_{L1}” within $10^5$ iterations, the implicit Lagrangian function method can not yield the desired result for “nb” due to too small stepsize, and $\tilde{\Psi}_{LT1}$ and $\tilde{\Psi}_{LT2}$ can not yield the desired result for “nb” within $10^5$ iterations. Table 1 shows that the LT merit functions $\Psi_{LT1}$ and $\Psi_{LT2}$ have similar performance for these problems, and their variants $\tilde{\Psi}_{LT1}$ and $\tilde{\Psi}_{LT2}$ also have similar performance, but the LT merit functions $\Psi_{YF}$, $\Psi_{LT1}$, $\Psi_{LT2}$ are superior to their variants $\tilde{\Psi}_{YF}$, $\tilde{\Psi}_{LT1}$, $\tilde{\Psi}_{LT2}$. Figures 1 and 2 below also show this fact. In addition, Figures 1 and 2 indicate that among all merit functions, $\Psi_{MS}$, $\Psi_{YF}$ and $\tilde{\Psi}_{YF}$ have the worst convergence rate, and $\Psi_{LT1}$, $\Psi_{LT2}$ have the best convergence rate, although Table 1 shows that $\tilde{\Psi}_{YF}$ has better performance than $\tilde{\Psi}_{LT1}$ and $\tilde{\Psi}_{LT2}$. We observe from Table 1 and Figure 1 that $\Psi_{FB}$ has comparable performance with $\Psi_{LT1}$ and $\Psi_{LT2}$, and moreover has much better performance than $\Psi_{MS}$ and $\Psi_{YF}$ for these test problems.

22
For the LT merit functions $\Psi_{LT}$ and its variant $\widehat{\Psi}_{LT}$, we also tested their performance with $\psi_0$ chosen as $\log(1+\max(0, t)^2)$, which has slower growth than the quadratic function $\max(0, t)^2/2$. We found that such a choice of $\psi_0$ does not improve numerical performance of $\Psi_{YE}$ and the variant of LT merit functions, and it gives some improvements for $\Psi_{LT1}$ and $\Psi_{LT2}$ (see the result on the second line for $\Psi_{LT1}$ and $\Psi_{LT2}$ in Table 1).

The second group of problems consists of the nonlinear convex SOCP (5) generated randomly with $f(x) = \frac{1}{2}x^TQx + c^Tx$, where $Q$ is an $n \times n$ symmetric positive semidefinite matrix, and $c \in \mathbb{R}^n$. We generate such instances with $m = 120$, $n = 2602$ and 

$$\mathcal{K} = \mathcal{K}^1 \times \mathcal{K}^1 \times \mathcal{K}^5 \times \cdots \times \mathcal{K}^5 \times \mathcal{K}^{800} \times \mathcal{K}^{800}.$$ 

During the tests, the vector $c$ is chosen randomly from the interval $[-1, 1]$, $Q$ is given by $Z^T Z$ with $Z$ being an $n \times n$ matrix generated by MATLAB’s “sprand” with $\%1$ nonzero density, the matrix $A \in \mathbb{R}^{m \times n}$ is generated by MATLAB’s “sprandn” with $\%1$ nonzero density, and the vector $b \in \mathbb{R}^m$ is generated in the following way: choose $w \in \text{int}(\mathcal{K})$ and then let $b = Aw$, which guarantees the feasibility of the SOCPs generated. We observed that this class of problems has a bad scaling, and their optimal objective values attain $10^4$.

In view of the fact that the variant of LT merit function has worse performance than the corresponding LT merit function, we did not apply them for this class of problems. We employed the above L-BFGS method with $\epsilon_1 = 10^{-8}$, $\epsilon_2 = 10^{-4}$ and $k_{\text{max}} = 10^5$ to solve the unconstrained minimization reformulations based on the FB merit function, the
implicit Lagrangian function and the LT merit functions, for 50 test problems generated randomly as above. We tested that among the three LT merit functions, Ψ_{LT1} and Ψ_{LT2} fail to this class of test problems; for example, for the first test problem, the function Ψ_{LT2} has the value $3.85 \times 10^{-3}$ in the $2 \times 10^5$th iteration, and the function Ψ_{LT1} has the value $1.37 \times 10^{-2}$ in the $2 \times 10^5$th iteration. Figures 3 and 4 below depict the curves of function evaluations and the number of iterations, respectively, of the FB function method, the implicit Lagrangian function method and the YF function method. From the two figures, we see that the FB merit function method requires the least function evaluations and iterations, and the YF merit function method requires less function evaluations and iterations for most test problems than the implicit Lagrangian function method.

To sum up, for the linear SOCPs in the DIMACS Implementation Challenge library, the FB merit function has comparable performance with the LT merit functions, and for the nonlinear SOCPs with bad scaling, it has much better performance. Among all merit functions, Ψ_{LT1} and Ψ_{LT2} have best convergence rate, and Ψ_{MS}, Ψ_{YF} and Ψ̂_{YF} have the worse convergence rate. The LT merit functions are always superior to their variants. In addition, the implicit Lagrangian with $\alpha = 50$ has worse performance than the YF merit function and the FB merit function for both groups of test problems.
5 Semismooth Newton methods and applications

This section concentrates on equation reformulation methods based on system (9) with \( \phi \) chosen as \( \phi_{NR} \) and \( \phi_{FB} \), respectively. Since the corresponding \( \Phi \) is not differentiable, the nonsmooth Newton method [49, 55, 56], i.e. the following iterative method

\[
z^{k+1} := z^k - (W^k)^{-1}\Phi(z^k), \quad W^k \in \partial_B \Phi(z^k), \quad k = 0, 1, 2, \ldots,
\]

(33)
can be applied for (9) to get a solution of (1), where \( \partial_B \Phi(z^k) \) denotes the B-subdifferential of \( \Phi \) at \( z^k \) whose existence is guaranteed by the global Lipschitz continuity of \( \phi_{NR} \) and \( \phi_{FB} \) (see [9, 58]). From the results of [55, 56], in order to establish fast local convergence of the method (33), on one hand, \( \Phi \) is required to be sufficiently ‘smooth’ such as (strongly) semismooth; and on the other hand, it satisfies a local nonsingularity condition. In view of the strong semismoothness of \( \phi_{NR} \) and \( \phi_{FB} \), we only need to check the nonsingularity of the B-subdifferential of \( \Phi \) at an arbitrary solution of (1).

5.1 Nonsingularity conditions

The following two lemmas review the B-subdifferentials of \( \phi_{NR} \) and \( \phi_{FB} \) at a general point, respectively, where Lemma 5.1 is a direct consequence of [53, Lemma 14], and Lemma 5.2 is implied by Prop. 4.2–4.3.

Lemma 5.1 For any given \( (x, y) \in \mathbb{R}^n \times \mathbb{R}^n \), with \( z = x - y \) it holds that

\[
\partial_B \phi_{NR}(x, y) = \left\{ [I - V \ V] \mid V \in \partial_B(z)_{+} \right\},
\]
where the B-subdifferential \( \partial_B(z)_+ \) of the projector operator is characterized as follows:

(a) If \( z_1 > \|z_2\| \), then \( \partial_B(z)_+ = \{ I \} \); if \( z_1 < -\|z_2\| \), then \( \partial_B(z)_+ = \{ 0 \} \).

(c) If \( |z_1| < \|z_2\| \), then \( \partial_B(z)_+ = \left\{ \frac{1}{2} \left( \frac{1}{\bar{z}_2} I + \frac{z_1}{\|z_2\|} (I - \bar{z}_2 \bar{z}_2^T) \right) \right\} \) with \( \bar{z}_2 \equiv \frac{z_2}{\|z_2\|} \).

(e) If \( -z_1 = \|z_2\| \neq 0 \), then \( \partial_B(z)_+ = \left\{ 0, \frac{1}{2} \left( \frac{1}{\bar{z}_2} \bar{z}_2 \bar{z}_2^T \right) \right\} \) with \( \bar{z}_2 \equiv \frac{z_2}{\|z_2\|} \).

(f) If \( z = 0 \), then

\[
\partial_B(z)_+ = \left\{ 0, I \right\} \bigcup \left\{ \frac{1}{2} \left( \frac{1}{\bar{z}_2} (w_0 + 1) I - w_0 \bar{z}_2 \bar{z}_2^T \right) \mid |w_0| \leq 1 \text{ and } \|\bar{z}_2\| = 1 \right\}.
\]

Particularly, \( V \) and \( I - V \) are positive semidefinite symmetric matrices.

**Lemma 5.2** For any given \((x, y) \in \mathbb{R}^n \times \mathbb{R}^n\), the following statements hold.

(a) If \( x^2 + y^2 \in \text{int}(\mathcal{K}^n) \), then \( \phi_{\text{vb}} \) is continuously differentiable at \((x, y)\) with

\[
\partial_B \phi_{\text{vb}}(x, y) = \left\{ \left[ I - L^{-1}_{(x^2 + y^2)^{1/2}} L_x \right] I - L^{-1}_{(x^2 + y^2)^{1/2}} L_y \right\}.
\]

(b) If \( x^2 + y^2 \in \text{bd}^+(\mathcal{K}^n) \), then

\[
\partial_B \phi_{\text{vb}}(x, y) = \left\{ \left[ I - X - \frac{1}{2} \left( \frac{1}{\bar{w}_2} \right) u^T \right] I - Y - \frac{1}{2} \left( \frac{1}{\bar{w}_2} \right) v^T \right\}
\]

\[
u = (v_1, v_2) = \left( \frac{\zeta_2^T x_2 + \zeta_1 y_1}{\sqrt{x_1^2 + y_1^2}}, \frac{x_1 \zeta_2 - \zeta_1 y_1}{\sqrt{x_1^2 + y_1^2}} \right),
\]

\[
v = (v_1, v_2) = \left( \frac{-\zeta_2^T x_2 + \zeta_1 y_1}{\sqrt{x_1^2 + y_1^2}}, \frac{x_1 \zeta_2 - \zeta_1 y_1}{\sqrt{x_1^2 + y_1^2}} \right),
\]

for some \( \zeta = (\zeta_1, \zeta_2) \) satisfying \( \zeta_1^2 + \|\zeta_2\|^2 = 1 \),

where \( \bar{w}_2 = w_2/\|w_2\| \) with \( w_2 = 2(x_1 x_2 + y_1 y_2) \), and

\[
X = \frac{1}{2\sqrt{x_1^2 + y_1^2}} \begin{pmatrix} x_1 & x_2^T \\ x_2 & 2x_1 I - \bar{w}_2 x_2^T \end{pmatrix},
\]

\[
Y = \frac{1}{2\sqrt{x_1^2 + y_1^2}} \begin{pmatrix} y_1 & y_2^T \\ y_2 & 2y_1 I - \bar{w}_2 y_2^T \end{pmatrix}.
\]
(c) If \((x, y) = (0, 0)\), then \(\partial B\phi_{yn}(x, y) \subseteq \{(I - L_g, I - L_h) \mid g^2 + h^2 = \varepsilon\} \cup S\), where

\[
S = \left\{ \begin{bmatrix} I - \frac{1}{2} pu^T - \frac{1}{2} q \xi^T - H L_s & I - \frac{1}{2} pu^T - \frac{1}{2} q \eta^T - H L_\omega \end{bmatrix} \right| 
\]

\[
p = \left( \begin{array}{c} 1 \\ -\bar{w}_2 \end{array} \right), \quad q = \left( \begin{array}{c} 1 \\ \bar{w}_2 \end{array} \right), \quad H = \left( \begin{array}{cc} 0 & 0 \\ 0 & I - \bar{w}_2 \bar{w}_2^T \end{array} \right) \text{ for } \|\bar{w}_2\| = 1;
\]

\[u, v \in \mathbb{R}^n \text{ satisfy } p^T u = 2u_1, q^T u = 0, p^T v = 0, q^T v = 2v_1 \text{ and } \]

\[|u_1| \leq \|u_2\| \leq 1, \quad |v_1| \leq \|v_2\| \leq 1, \quad (u_1 - v_1) \leq \|u_2 - v_2\|, \quad (u_1 + v_1) \leq \|u_2 + v_2\|, \quad (u_1 - v_1)^2 + \|u_2 + v_2\|^2 \leq 2, \quad (u_1 + v_1)^2 + \|u_2 - v_2\|^2 \leq 2; \]

\[\xi, \eta \in \mathbb{R}^n \text{ satisfy } p^T u = 0, q^T u = 2u_1, p^T v = 2v_1, q^T v = 0 \text{ and } (34); \]

\[s = \sigma u + (1 - \sigma) \xi, \quad \omega = \sigma v + (1 - \sigma) \eta \text{ for } \sigma \in [0, 1/2]. \]

Comparing Lemma 5.2 with Lemma 5.1, we observe that the B-subdifferential of \(\phi_{yn}\) at a general point has a more complicated structure than that of \(\phi_{nr}\), and moreover, the elements in \(\partial B\phi_{yn}\) do not possess the desired properties of the elements in \(\partial B\phi_{nr}\). But, as will be shown in the sequel, the nonsingularity of B-subdifferential of \(\Phi_{yn}\) at a solution of (1) can be established under the same conditions as used for the B-subdifferential of \(\Phi_{nr}\).

Let \((x^*, y^*, \zeta^*)\) be a solution of (1). Define the index sets associated with \(x^*\) and \(y^*\):

\[
J_{I0} := \{ j \in \{1, \ldots, m\} \mid x_j^* \in \text{int}(K^{n_j}), \quad y_j^* = 0 \},
\]

\[
J_{BB} := \{ j \in \{1, \ldots, m\} \mid x_j^* \in \text{bd}^+(K^{n_j}), \quad y_j^* \in \text{bd}^+(K^{n_j}) \},
\]

\[
J_{bb} := \{ j \in \{1, \ldots, m\} \mid x_j^* = 0, \quad y_j^* \in \text{int}(K^{n_j}) \},
\]

\[
J_{B0} := \{ j \in \{1, \ldots, m\} \mid x_j^* \in \text{bd}^+(K^{n_j}), \quad y_j^* = 0 \},
\]

\[
J_{Bo} := \{ j \in \{1, \ldots, m\} \mid x_j^* = 0, \quad y_j^* \in \text{bd}^+(K^{n_j}) \},
\]

\[
J_{00} := \{ j \in \{1, \ldots, m\} \mid x_j^* = 0, \quad y_j^* = 0 \}.
\]

From [1], these index sets form a partition of \(\{1, \ldots, m\}\). We next review two important properties for the elements of B-subdifferentials of \(\phi_{nr}\) and \(\phi_{yn}\) at \((x^*, y^*)\).

**Lemma 5.3** Let \((x^*, y^*, \zeta^*)\) be an arbitrary solution of (1). Let \([U_j, V_j] \in \partial B\phi(x_j^*, y_j^*)\) for \(j = 1, \ldots, m\) with \(\phi = \phi_{nr}\) or \(\phi_{yn}\). Then, for any \((\Delta u)_j, (\Delta v)_j \in \mathbb{R}^{n_j}\),

\[
U_j(\Delta u)_j + V_j(\Delta v)_j = 0 \implies \langle (\Delta u)_j, (\Delta v)_j \rangle \leq 0 \quad \text{for } j = 1, 2, \ldots, m
\]

and

\[
U_j(\Delta u)_j + V_j(\Delta v)_j = 0 \implies \begin{cases} 
(\Delta v)_j = 0 & \text{if } j \in J_{I0}, \\
(\Delta u)_j = 0 & \text{if } j \in J_{bb}, \\
(\Delta u)_j = \mathbb{R}(y_{j1}^* - y_{j2}^*) & \text{if } j \in J_{Bo}, \\
(\Delta v)_j = \mathbb{R}(x_{j1}^* - x_{j2}^*) & \text{if } j \in J_{B0}.
\end{cases}
\]
Particularly, for all \( j \in J_{BB} \), the following implication also holds:

\[
U_j(\Delta u)_j + V_j(\Delta v)_j = 0 \implies \langle (\Delta u)_j, (\Delta v)_j \rangle = \frac{y_{j1}^*}{x_{j1}^*} ((\Delta u)_j^2 - \| (\Delta u)_j \|^2).
\] (38)

**Proof.** For \( \phi = \phi_{\text{NR}} \), the implication (36) is direct by [40, Prop. 1], and the implications (37) and (38) are implied by [64, Prop. 3.1]. For \( \phi = \phi_{\text{FB}} \), the implication (36) is given by [48, Prop. 4.2], and the implications (37) and (38) are given by [48, Prop. 4.1]. \( \square \)

**Lemma 5.4** Let \((x^*, y^*, \zeta^*)\) be an arbitrary solution of (1). Let \([U_j, V_j] \in \partial_B \phi(x_j^*, y_j^*)\) for \( j = 1, \ldots, m \) with \( \phi = \phi_{\text{NR}} \) or \( \phi_{\text{FB}} \). Then, for any \((\Delta u)_j, (\Delta v)_j \in \mathbb{R}^n\),

\[
U \Delta u + V \Delta v = 0 \implies \langle \Delta u, \Delta v \rangle \leq \sum_{j=1}^{m} \Upsilon_{\omega_j}(y_j^*, (\Delta u)_j)
\]

where for any given \( \omega \in \mathbb{R}^n \), \( \Upsilon_{\omega_j} : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) is the linear-quadratic function

\[
\Upsilon_{\omega_j}(\xi_j, \eta_j) := \begin{cases} \xi_{j1} \eta_j^T \begin{pmatrix} 1 & 0 \\ 0 & -I \end{pmatrix} \eta_j & \text{if } j \in J_{BB} \cup J_{B0}, \\ 0 & \text{otherwise}. \end{cases}
\] (39)

**Proof.** The proof is seen in [64, Prop. 3.1] for \( \phi = \phi_{\text{NR}} \), and [48, Prop. 4.3] for \( \phi = \phi_{\text{FB}} \). \( \square \)

Now we are ready to establish the nonsingularity conditions for the B-subdifferential \( \partial_B \Phi(z^*) \) with \( z^* = (x^*, y^*, \zeta^*) \) and \( \Phi \) given by the generalized SOCCP (3). To the end, we also need to recall the tangent cone \( \mathcal{T}_K(y^*) \) of \( K \) at \( x^* \) and the critical cone \( \mathcal{C}(y^* - x^*; K) \) of \( K \) at \( y^* - x^* \). By [2, Lemma 25], the tangent cone \( \mathcal{T}_K(y^*) \) takes the form of

\[
\mathcal{T}_K(y^*) := \left\{ d \in \mathbb{R}^n \mid d_j \in \mathcal{K}_{n_j} \text{ for } j \in J_{10} \cup J_{B0} \cup J_{00};
\right. \\
\left. d_j^T(y_{j1}^*, -y_{j2}^*) \geq 0 \text{ for } j \in J_{BB} \cup J_{B0} \right\}.
\] (40)

Noting that \( \mathcal{C}(y^* - x^*; K) = \mathcal{T}_K(y^*) \cap (x^*)^\perp \), we have from [2, Corollary 26] that

\[
\mathcal{C}(y^* - x^*; K) = \left\{ d \in \mathbb{R}^n \mid d_j = 0 \text{ for } j \in J_{10},
\right. \\
\left. d_j = \mathbb{R}_+(x_{j1}^*, -x_{j2}^*) \text{ for } j \in J_{B0},
\right. \\
\left. \langle d_j, x_j^* \rangle = 0 \text{ for } j \in J_{BB},
\right. \\
\left. d_j \in \mathcal{K}_{n_j} \text{ for } j \in J_{00},
\right. \\
\left. d_j^T(y_{j1}^*, -y_{j2}^*) \geq 0 \text{ for } j \in J_{B0} \right\}.
\]

Consequently, the affine hull of \( \mathcal{C}(y^* - x^*; K) \), denoted by \( \text{aff}(\mathcal{C}(y^* - x^*; K)) \), has the form

\[
\text{aff}(\mathcal{C}(y^* - x^*; K)) = \left\{ d \in \mathbb{R}^n \mid d_j = 0 \text{ for } j \in J_{10},
\right. \\
\left. d_j = \mathbb{R}_+(x_{j1}^*, -x_{j2}^*) \text{ for } j \in J_{B0},
\right. \\
\left. \langle d_j, x_j^* \rangle = 0 \text{ for } j \in J_{BB} \right\}.
\] (41)
**Theorem 5.1** Let \( \zeta^* \) be a solution of the SOCCP \((3)\) with \( x^* = F(\zeta^*) \) and \( y^* = G(\zeta^*) \). Suppose that \( G'(\zeta^*) \) is invertible with \( M = F'(\zeta^*)(G'(\zeta^*))^{-1} \), and

\[
\langle d, H(\zeta^*)d \rangle > 0 \quad \forall d \in \text{aff}(C(y^*-x^*;K)) \setminus \{0\}
\]

where \( H(\zeta^*) = \sum_{j=1}^M H_j(\zeta^*) \in \mathbb{R}^{n \times n} \) with \( H_j(\zeta^*) \in \mathbb{R}^{n \times n} \) defined by

\[
H_j(\zeta^*) := \begin{cases} \frac{y_{j1}^*}{x_{j1}^*} M_j \begin{pmatrix} 1 & 0 \\ 0 & -I \end{pmatrix} M_j & \text{if } j \in J_{BB} \cup J_{B0} \\ 0 & \text{otherwise.} \end{cases}
\]

Then, any element in \( \partial_B \Phi(x^*, y^*, \zeta^*) \) is nonsingular.

**Proof.** Let \( W \) be an arbitrary element in \( \partial_B \Phi(x^*, y^*, \zeta^*) \). To prove that \( W \) is nonsingular, we let \( (\Delta x, \Delta y, \Delta \zeta) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^m \) be such that \( W(\Delta x, \Delta y, \Delta \zeta) = 0 \). Since now

\[
E(x, y, \zeta) = \begin{pmatrix} F(\zeta) - x \\ G(\zeta) - y \end{pmatrix}
\]

by the definition of \( \Phi \) and [5, Lemma 1], there exists a \([U \quad V] \in \partial_B \phi(x^*, y^*)\) such that

\[
W(\Delta x, \Delta y, \Delta \zeta) = \begin{bmatrix} F'(\zeta) \Delta \zeta - \Delta x \\ G'(\zeta) \Delta \zeta - \Delta y \\ U \Delta x + V \Delta y \end{bmatrix} = 0
\]

where \( U = \text{diag}(U_1, \ldots, U_m) \) and \( V = \text{diag}(V_1, \ldots, V_m) \) with \([U_j \quad V_j] \in \partial_B \phi(x_j^*, y_j^*)\) for \( j = 1, \ldots, m \). Note that the third equation of \((43)\) is equivalent to

\[
U_j(\Delta x)_j + V_j(\Delta y)_j = 0, \quad j = 1, 2, \ldots, m.
\]

From the implication \((37)\) in Lemma 5.3, it then follows that

\[
(\Delta y)_j = 0 \quad \forall j \in J_0; \quad (\Delta y)_j = \mathbb{R}(x_{j1}^* - x_{j2}^*) \quad \forall j \in J_{B0}; \quad \langle (\Delta y)_j, x_{j1}^* \rangle = 0 \quad \forall j \in J_{BB}.
\]

Comparing with the definition of \( \text{aff}(C(y^*-x^*;K)) \) in \((41)\), we have

\[
\Delta y \in \text{aff}(C(y^*-x^*;K)).
\]

This, together with the third equation of \((43)\), \((36)\) and Lemma 5.4, implies that

\[
0 \geq \langle \Delta y, \Delta x \rangle \geq - \sum_{j=1}^m \gamma_j x_{j1}^* (\Delta x)_j \geq - \sum_{j \in J_{BB} \cup J_{B0}} \frac{y_{j1}^*}{x_{j1}^*} (\Delta y)^T M_j \begin{pmatrix} 1 & 0 \\ 0 & -I \end{pmatrix} M_j \Delta y = \langle \Delta y, H(\zeta^*) \Delta y \rangle
\]
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where the first equality is using \( \Delta x = M \Delta y \). This by (42) implies \( \Delta y = 0 \), and \( \Delta \zeta = 0 \) and \( \Delta x = 0 \) then follow successively from the second and first equations of (43).

For the SOCCP (4), the conditions of Theorem 5.1 are equivalent to requiring that

\[
- (F_j'(\zeta^*)d)^T \begin{pmatrix} 0 & 1 \\ -I & 0 \end{pmatrix} (F_j'(\zeta^*)d) > 0 \quad \forall d \in \text{aff} (\mathcal{C}(y^*-x^*; \mathcal{K})) \setminus \{0\}.
\]

When (1) becomes the KKT optimality conditions of the nonlinear SOCP (5), the nonsingularity of \( \partial_B \Phi(z^*) \) can be established under the strong second-order sufficient condition [2] and constraint nondegeneracy, which for the nonlinear SOCP (5) are as follows.

**Definition 5.1** Let \( x^* \) be a stationary point of the SOCP (5) such that the multiplier set \( \Lambda(x^*) = \{(\zeta^*, y^*)\} \). We say the strong second-order sufficient condition holds at \( x^* \) if

\[
\langle d, \nabla^2 f(x)d \rangle > 0 \quad \forall d \in \text{aff}(\mathcal{C}(x^*-y^*; \mathcal{K})) \setminus \{0\}.
\]

where \( \text{aff}(\mathcal{C}(x^*-y^*; \mathcal{K})) \) is the affine hull of the critical cone \( \mathcal{C}(x^*-y^*; \mathcal{K}) \) given by

\[
\text{aff}(\mathcal{C}(x^*-y^*; \mathcal{K})) = \left\{ d \in \mathbb{R}^n \mid d_j = 0 \text{ for } j \in J_B, \langle d_j, y^*_j \rangle = 0 \text{ for } j \in J_{BB}, d_j \in \mathbb{R}(y^*_j_1 - y^*_j_2) \text{ for } j \in J_B; Ad = 0 \right\}.
\]

**Definition 5.2** We say that a feasible point \( \hat{x} \) to (5) is constraint nondegenerate if

\[
\begin{pmatrix} A \\ I \end{pmatrix} \mathbb{R}^n + \begin{pmatrix} \{0\} \\ \text{lin}(T\mathcal{C}(\hat{x})) \end{pmatrix} = \begin{pmatrix} \mathbb{R}^m \\ \mathbb{R}^n \end{pmatrix}.
\]

**Theorem 5.2** Let \( z^* = (x^*, y^*, \zeta^*) \) be a KKT point of the nonlinear SOCP (5). Suppose that the strong second-order sufficient condition (45) holds at \( x^* \) and \( x^* \) is constraint nondegenerate, then any element in \( \partial_B \Phi(z^*) \) is nonsingular.

**Proof.** The proof is found in [64, Theorem 3.1] and [48, Theorem 4.1].

By [64] the strong second-order sufficient condition and constraint nondegeneracy are also sufficient for the nonsingularity of \( \partial_B \Phi_{\text{nr}}(z^*) \), but now it is not clear whether they are sufficient for the nonsingularity of \( \partial_B \Phi_{\text{fb}}(z^*) \). Observe that Kanzow et al. [32] also present a nonsingularity condition without strict complementarity for \( \partial_B \Phi_{\text{nr}}(z^*) \) by using the algebraic technique. However, their condition is more complicated than the strong second-order sufficient condition and constraint nondegeneracy.
5.2 FB nonsmooth Newton method

The last subsection discusses the fast local convergence of the NR and FB nonsmooth Newton methods. Note that the NR nonsmooth Newton method is hard to be globalized due to the nondifferentiability of natural residual merit function. On the contrast, the FB nonsmooth Newton method is easily globalized by the smoothness of FB merit function. In this subsection, we present a global convergent FB semismooth method for system (1).

Let $\Phi_{FB}: \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l \to \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l$ be the operator defined by (9) with $\phi = \phi_{FB}$, and $\Psi_{FB}: \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l \to \mathbb{R}^+$ be the natural merit function for the system $\Phi_{FB}(z) = 0$, i.e., $\Psi_{FB}(z) = \|\Phi_{FB}(z)\|^2$ for any $w \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l$. The following algorithm is similar to the global convergent semismooth Newton methods developed in [36] for NCPs.

Algorithm 5.1 (FB semismooth Newton method)

**Step 0.** Choose constants $\rho > 0, p > 2, \delta \in (0, 1)$ and $\sigma \in (0, 1/2)$. Choose a starting point $z^0 = (x^0, y^0, \zeta^0) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l$. Set $k := 0$.

**Step 1.** If $\|\Phi_{FB}(z^k)\| = 0$, then stop.

**Step 2.** Select an element $W^k \in \partial B_{\Phi_{FB}}(z^k)$, and find the solution $d^k$ of the system

$$W^k d = -\Phi_{FB}(z^k).$$  \hspace{1cm} (47)

If the solution $d^k$ does not satisfy the condition that

$$\nabla \Psi_{FB}(z^k)^T d^k \leq -\rho \|d^k\|^p,$$  \hspace{1cm} (48)

then set $d^k = -\nabla \Psi_{FB}(z^k)$.

**Step 3.** Let $l_k$ be the smallest nonnegative integer $l$ satisfying

$$\Psi_{FB}(z^k + \delta^l d^k) \leq \Psi_{FB}(z^k) + \sigma \delta^l \nabla \Psi_{FB}(z^k).$$

**Step 4.** Define $z^{k+1} := z^k + \delta^k d^k$. Let $k := k + 1$, and then go to Step 1.

As remarked in [36], Algorithm 5.1 is virtually indistinguishable from a global Newton algorithm for the solution of an differentiable system of equations, except the selection of $W^k$ in Step 2. From the definition of $\Phi_{FB}$, any element $W^k$ in $\partial B_{\Phi_{FB}}(z^k)$ has the form

$$W^k = \begin{bmatrix} \mathcal{E}^k(x^k, y^k, \zeta^k) & \mathcal{E}_y^k(x^k, y^k, \zeta^k) & \mathcal{E}_\zeta^k(x^k, y^k, \zeta^k) \\ U^k & V^k & 0 \end{bmatrix},$$

where $U^k = \text{diag}(U_1^k, \ldots, U_m^k)$ and $V^k = \text{diag}(V_1^k, \ldots, V_m^k)$ with $[U^k_j \ V^k_j] \in \partial B_{\phi_{FB}}(x_j^k, y_j^k)$. Hence, the selection of $W^k$ from $\partial B_{\Phi_{FB}}(z^k)$ reduces to the selection of $[U^k_j \ V^k_j]$ from
Step 3: we take a closer look at the numerical performance of Algorithm 5.1. We implemented a merit functions in Sections 3–4, it is not hard to establish its global convergence. Now

Procedure to evaluate an element \([U_j \ V_j] \in \partial \phi_{FB}(x_j, y_j)\)

Step 1: If \(x_j, y_j \in \mathbb{R}\), then go to Step 2; otherwise go to Step 3.

Step 2: If \(x_j = y_j = 0\), then set \(U_j = V_j = 1/2\). Otherwise, let

\[
U_j = 1 - x_j / \sqrt{x_j^2 + y_j^2} \quad \text{and} \quad V_j = 1 - y_j / \sqrt{x_j^2 + y_j^2}.
\]

Step 3: Let \(w_j = x_j^2 + y_j^2\). If \(w_j \in \text{int}(\mathcal{K}^n)\), set

\[
U_j = I - L \frac{1}{\sqrt{\|w_j\|^2}} L_{x_j} \quad \text{and} \quad V_i = I - L \frac{1}{\sqrt{\|w_j\|^2}} L_{y_j}.
\]

If \(w_j \in \text{bd}^+(\mathcal{K}^n)\), set \(\bar{w}_j = \frac{w_j}{\|w_j\|}\), \(u_j = v_j = \frac{1}{\sqrt{2}} \left( \begin{array}{c} 1 \\ -\bar{w}_j \end{array} \right)\), and

\[
U_j = I - \frac{1}{2} \sqrt{x_j^2 + y_j^2} \left[ \begin{array}{cc} x_j & x_j^T \end{array} \right] - \frac{1}{2} \left( \begin{array}{c} 1 \\ -\bar{w}_j \end{array} \right) u_j^T,
\]

\[
V_j = I - \frac{1}{2} \sqrt{x_j^2 + y_j^2} \left[ \begin{array}{c} x_j & x_j^T \end{array} \right] - \frac{1}{2} \left( \begin{array}{c} 1 \\ -\bar{w}_j \end{array} \right) v_j^T.
\]

If \((x_j, y_j) = (0, 0)\), let \(\tilde{g}_j = (1, 1, \ldots, 1)^T, \tilde{h}_j = (1, -1, \ldots, -1)^T \in \mathbb{R}^{n_j}\), and set

\[
g_j = \frac{\tilde{g}_j}{\sqrt{\|\tilde{g}_j\|^2 + \|\tilde{g}_j\|^2}} \quad \text{and} \quad g_j = \frac{\tilde{h}_j}{\sqrt{\|\tilde{g}_j\|^2 + \|\tilde{g}_j\|^2}},
\]

and let \(\bar{w}_j = \frac{w_j}{\|w_j\|}\) with \(w_j = (1, 1, \ldots, 1) \in \mathbb{R}^{n_j-1}\) and calculate

\[
\xi_j = \eta_j = \left( \begin{array}{c} 1 \\ \bar{w}_j \end{array} \right), \quad u_j = v_j = \left( \begin{array}{c} 1 \\ -\bar{w}_j \end{array} \right), \quad s_j = \omega_j = u_j,
\]

\[
\tilde{U}_j = I - \frac{1}{2} \left( \begin{array}{c} 1 \\ \bar{w}_j \end{array} \right) \xi_j^T - \frac{1}{2} \left( \begin{array}{c} 1 \\ \bar{w}_j \end{array} \right) u_j^T - \begin{bmatrix} 0 & 0 \\ 0 & (I - \bar{w}_j \bar{w}_j^T) \end{bmatrix} L_{s_j},
\]

\[
\tilde{V}_j = I - \frac{1}{2} \left( \begin{array}{c} 1 \\ \bar{w}_j \end{array} \right) \eta_j^T - \frac{1}{2} \left( \begin{array}{c} 1 \\ \bar{w}_j \end{array} \right) v_j^T - \begin{bmatrix} 0 & 0 \\ 0 & (I - \bar{w}_j \bar{w}_j^T) \end{bmatrix} L_{s_j}.
\]

Finally, take \(U_j = \frac{1}{2}(L_{g_j} + \tilde{U}_j)\) and \(V_i = \frac{1}{2}(L_{h_j} + \tilde{V}_j)\).

For Algorithm 5.1, using the similar arguments as in [36] and the properties of FB merit functions in Sections 3–4, it is not hard to establish its global convergence. Now we take a closer look at the numerical performance of Algorithm 5.1. We implemented a
nonmonotone line search version of Algorithm 5.1, i.e., in Step 3 we compute the smallest nonnegative integer $l_k$ satisfying

$$\Psi_{FB}(z^k + \delta l_k d^k) \leq W_k - \sigma \delta l_k \Psi_{FB}(z^k)$$

where $W_k = \max_{j=k-m_k,\ldots,k} \Psi_{FB}(z^j)$ and where, for a given nonnegative integer $\hat{m}$ and $s$,

$$m_k = \begin{cases} 0 & \text{if } k \leq s \\ \min \{m_{k-1} + 1, \hat{m} \} & \text{otherwise} \end{cases}.$$ \hfill (49)

Throughout the tests, we used $\hat{m} = 5, s = 5$ and the parameters below for Algorithm 5.1:

$$\rho = 10^{-8}, \quad p = 2.1, \quad \delta = 0.5, \quad \sigma = 0.5 \times 10^{-4}.$$ \hfill (49)

We terminated the algorithm once $\Psi_{FB}(z^k) \leq \epsilon$ and $k \leq 150$. The linear system (47) in Algorithm 5.1 is solved by “\" of Matlab, i.e., $d^k = -W_k \Phi_{FB}(z^k)$. All tests were done in Matlab 6.5 on a PC of Pentium 4 with 2.8GHz CPU and 512MB memory.

### Table 2: Numerical results of Algorithm 5.1 for linear SOCPs

<table>
<thead>
<tr>
<th></th>
<th>$(m, n)$</th>
<th>NF</th>
<th>Iter</th>
<th>Ngra</th>
<th>$\Psi_{FB}(z^k)$</th>
<th>Time</th>
<th>Optval</th>
</tr>
</thead>
<tbody>
<tr>
<td>nb</td>
<td>(123, 2383)</td>
<td>89</td>
<td>38</td>
<td>3</td>
<td>7.48e–9</td>
<td>128.4</td>
<td>0.05070337</td>
</tr>
<tr>
<td>nb</td>
<td>(915, 3176)</td>
<td>268</td>
<td>149</td>
<td>1</td>
<td>6.74e–9</td>
<td>489.1</td>
<td>0.01227034</td>
</tr>
<tr>
<td>nb_L2</td>
<td>(123, 4195)</td>
<td>64</td>
<td>14</td>
<td>0</td>
<td>2.10e–9</td>
<td>1360.8</td>
<td>0.62897295</td>
</tr>
<tr>
<td>nb_L2_bessel</td>
<td>(123, 2641)</td>
<td>24</td>
<td>15</td>
<td>0</td>
<td>3.60e–10</td>
<td>50.6</td>
<td>0.10256981</td>
</tr>
</tbody>
</table>

We tested two groups of convex SOCP instances. The first one is composed of four standard linear SOCPs from the DIMACS Implementation Challenge library [52]. We solved them by Algorithm 5.1 with the error tolerance $\epsilon$ chosen as $1.0 \times 10^{-8}$. Numerical results are reported in Table 2 where NF and Iter have the same meaning as in Table 1, Ngra means the number of negative gradient steps adopted by Algorithm 5.1 for solving each problem, Time denotes the CPU time in seconds for solving each problem, and Optval denotes the optimal objective values of linear SOCPs. We note that Algorithm 5.1 yields solutions with desirable accuracy to four test problems within 150 iterations.

The second group of test instances is composed of nonlinear convex SOCPs in (5) generated randomly with $f(x)$ same as that of Subsection 4.1, but $K$ has the structure

$$K = K_1^{50} \times \cdots \times K_1^{50} \times K_5^{200} \times K_5^{200} \times K_800 \times K_800,$$
and \( m = 120, n = 2650 \). The matrices \( Q \in \mathbb{R}^{n \times n} \) and \( A \in \mathbb{R}^{m \times n} \) and the vectors \( b \in \mathbb{R}^m \) and \( c \in \mathbb{R}^n \) are generated in the same way as in Subsection 4.1. We applied the above nonmonotone line search version of Algorithm 5.1 with the parameters in (49) and tolerance \( \epsilon = 1.0 \times 10^{-3} \) for 50 test instances generated randomly. The computational results are as follows: Algorithm 5.1 solves all problems successfully with given accuracy, the average function evaluations and the average iterations needed are 11 and 10, respectively, the average CPU time used by each problem is 857.3(s), and all problems do not make use of the negative gradient steps. As pointed out in Subsection 4.1, this class of problems has a bad scaling, and the optimal value attains the order of \( 10^3 \), but numerical results show that the FB semismooth Newton method does not suffer from this.

6 Smoothing Newton methods and applications

This section focuses on equation reformulation methods based on smoothing functions of SOC complementarity functions \( \phi_{\text{NR}} \) and \( \phi_{\text{FB}} \), that is, the smoothing Newton methods based on the augmented system (12) involving the Chen-Mangasarian (CM) smoothing functions of \( \phi_{\text{NR}} \), the squared smoothing function of \( \phi_{\text{NR}} \), and the smoothing function of \( \phi_{\text{FB}} \). In particular, we provide numerical comparisons for their behaviors in solving linear SOCPs from DIMACS and nonlinear convex SOCPs generated randomly.

6.1 Smoothing Newton methods

Let \( g : \mathbb{R} \rightarrow \mathbb{R}_+ \) be an arbitrary continuously differentiable convex function satisfying

\[
\lim_{t \rightarrow -\infty} g(t) = 0, \quad \lim_{t \rightarrow +\infty} (g(t) - t) = 0 \quad \text{and} \quad g'(t) \in (0, 1) \quad \text{for all} \ t \in \mathbb{R}. \tag{50}
\]

The CM family of smoothing functions of \( \phi_{\text{NR}} \) associated with \( K^n \) [25] is defined as

\[
\varphi_{\text{CM}}(x, y, \epsilon) := x - \epsilon g^{\text{soc}}(\frac{x - y}{\epsilon}) \quad \forall x, y \in \mathbb{R}^n, \ \epsilon > 0 \tag{51}
\]

which is a natural generalization of CM family of smoothing functions [8] for the NCPs. Two most popular smoothing functions among the CM family are the CHKS smoothing function [7, 29, 57] and the log-exponential smoothing function [8], respectively, with

\[
g(t) := \frac{\sqrt{t^2 + 4} + t}{2} \quad \text{and} \quad g(t) := \ln (\exp(t) + 1). \tag{52}
\]

Another common smoothing function of \( \phi_{\text{NR}} \) is the squared smoothing function given by

\[
\varphi_{\text{sq}}(x, y, \epsilon) := \frac{1}{2} \left[ (x + y) - ((x - y)^2 + 4\epsilon^2 e)^{1/2} \right] \quad \forall x, y \in \mathbb{R}^n, \ \epsilon > 0. \tag{53}
\]
This function was employed to develop a smoothing Newton method in [18], where numerical comparisons with the interior point method SDPT3 for linear SOCPs indicate that the former is very promising. The FB smoothing function associated with $K^n$ is

$$
\varphi_{FB}(x,y,\varepsilon) := (x + y) - (x^2 + y^2 + 2\varepsilon^2e)^{1/2} \quad \forall x,y \in \mathbb{R}^n, \varepsilon > 0.
$$

(54)

The following proposition shows that $\varphi_{CM}$, $\varphi_{SQ}$ and $\varphi_{FB}$ defined as above are the uniform smooth approximation of the corresponding SOC complementarity function, and characterizes the properties of Jacobians of these smoothing functions.

**Proposition 6.1** Let $\varphi$ be one of $\varphi_{CM}$, $\varphi_{SQ}$ and $\varphi_{FB}$ defined as above. Then,

(a) $\varphi$ is positively homogeneous, i.e., $\varphi(tx,ty,t\varepsilon) = t\varphi(x,y,\varepsilon)$ for all $x,y \in \mathbb{R}^n, \varepsilon, t > 0$.

(b) For any $x,y \in \mathbb{R}^n$ and $\varepsilon_2 > \varepsilon_1 > 0$, there hold that

$$
\kappa(\varepsilon_2 - \varepsilon_1)e \geq_{K^n} \varphi(x,y,\varepsilon_2) - \varphi(x,y,\varepsilon_1) \geq_{K^n} 0,
$$

$$
\kappa\varepsilon_1e \geq_{K^n} \varphi(x,y,0) - \varphi(x,y,\varepsilon_1) \geq_{K^n} 0.
$$

where $\varphi(x,0,0) = \lim_{\varepsilon \downarrow 0} \varphi(x,y,\varepsilon)$, and $\kappa = g(0)$ if $\varphi = \varphi_{CM}$, and otherwise $\kappa = \sqrt{2}$.

(c) $\varphi$ is continuously differentiable everywhere in $\mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}_{++}$. Furthermore,

$$
\varphi'_{CM}(x,y,\varepsilon) = \left[ I - \nabla g_{soc}(z) \nabla g_{soc}(z)^T g_{soc}(z) \right] \text{ with } z = \frac{x - y}{\varepsilon}
$$

where $\nabla g_{soc}(z)$ has the same expression as given in Lemma 2.2, and

$$
\varphi'_{SQ}(x,y,\varepsilon) = \frac{1}{2} \left[ I - L_z^{-1}L_x - y - y - 4\varepsilon L_z^{-1}e \right] \text{ with } z = ((x - y)^2 + 4\varepsilon^2 e)^{1/2};
$$

$$
\varphi'_{FB}(x,y,\varepsilon) = \left[ I - L_z^{-1}L_x - L_z^{-1}L_y - 2\varepsilon L_z^{-1}e \right] \text{ with } z = (x^2 + y^2 + 2\varepsilon^2 e)^{1/2}.
$$

(d) The partial Jacobians $\varphi_x'$ and $\varphi_y'$ of $\varphi$ are nonsingular in $\mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}_{++}$.

(e) The matrices $(\varphi_x')^{-1}$ and $(\varphi_y')^{-1}$ are positive definite in $\mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}_{++}$.

**Proof.** Part (a) is direct by the expression of $\varphi$. When $\varphi = \varphi_{CM}$ and $\varphi_{FB}$, part (b) is proved in [25, Prop. 5.1]. Using similar arguments, we can prove that part (b) holds for $\varphi = \varphi_{SQ}$. Part (c) is immediate by [9, Prop. 5]. When $\varphi = \varphi_{CM}$, the proof of part (d) can be found in [25, Prop. 6.1], and when $\varphi = \varphi_{SQ}$ and $\varphi_{FB}$, part (d) is direct by the expressions of $\varphi_x'$ and $\varphi_y'$. When $\varphi = \varphi_{SQ}$ and $\varphi_{FB}$, the proof of part (e) can be found in Prop. 6.1 and 6.2 of [25], respectively; and when $\varphi = \varphi_{CM}$, since $z^2 \geq_{K^n} (x - y)^2$ and $z \geq_{K^n} 0$, we have from Prop. 3.4 of [25] that $L_z^2 - L_x^2y - y$ is positive definite, and part (e) follows by noting that $L_z^2 - L_x^2 - y = (L_z - L_x - y) (L_z + L_x - y) + (L_z + L_x - y) (L_z - L_x - y)$. □
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With $\varphi = \varphi_{\text{CM}}, \varphi_{\text{SQ}}$ and $\varphi_{\text{FB}}$ above, we define the function $\theta: \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n$ by
\[
\theta(x, y, \varepsilon) := \begin{cases} 
\varphi(x, y, |\varepsilon|) & \text{if } \varepsilon \neq 0, \\
\phi(x, y) & \text{if } \varepsilon = 0.
\end{cases}
\tag{55}
\]

The following proposition summarizes some favorable properties of the function $\theta$.

**Proposition 6.2** Let $\theta$ be defined as in (55) with $\varphi = \varphi_{\text{CM}}, \varphi_{\text{SQ}}$ or $\varphi_{\text{FB}}$. Then,

(a) $\theta$ is continuously differentiable at any $(x, y, \varepsilon)$ with $\varepsilon \neq 0$. In particular, in this case,
\[
\|\theta'(x, y, \varepsilon)\| \leq C,
\]
where $C > 0$ is a constant independent on $x, y$ and $\varepsilon$.
(b) $\theta$ is globally Lipschitz continuous and directionally differentiable everywhere.
(c) $\theta$ is a strongly semismooth function if $\varphi = \varphi_{\text{CM}}$ with $g$ given by (52), $\varphi_{\text{SQ}}$ or $\varphi_{\text{FB}}$.

**Proof.** (a) The first part is a direct consequence of Prop. 6.1(c). For the second part, when $\varphi = \varphi_{\text{CM}}$, by the properties of $g$ in (50) and the expression of $\nabla g^{\text{soc}}(z)$ in Lemma 2.2, it is easy to verify that the boundness of $\theta'$; when $\varphi = \varphi_{\text{SQ}}$ and $\varphi_{\text{FB}}$, using the same arguments as in those of [10, Lemma 4] can show that $\theta'$ is bounded.
(b) Using part (a) and Prop. 6.1(b) and noting that $\phi_{\text{NR}}$ and $\phi_{\text{FB}}$ are globally Lipschitz continuous and directionally differentiable everywhere, we readily get the result.
(c) When $\varphi = \varphi_{\text{CM}}$ with $g$ given by (52), letting $h: \mathbb{R}^2 \to \mathbb{R}$ be defined by
\[
h(t, \varepsilon) := \frac{\sqrt{t^2 + 4\varepsilon^2} + t}{2} \quad \text{and} \quad h(t, \varepsilon) := \varepsilon \ln (1 + \exp(-t/\varepsilon)) \quad \forall t, \varepsilon \in \mathbb{R},
\]
it is not hard to see that for any $x, y \in \mathbb{R}^n$ and $\varepsilon \in \mathbb{R},$
\[
\theta(x, y, \varepsilon) = \lambda_1(z)u_1^{(1)} + h(\varepsilon) + \lambda_2(z)u_2^{(2)}
\]
where $\lambda_1(z)u_1^{(1)} + \lambda_2(z)u_2^{(2)}$ is the spectral decomposition of $z = x - y$. From Prop. 1 and Prop. 2 of [54], the above $h$ are strongly semismooth functions. Hence, $\theta$ is strongly semismooth everywhere in $\mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l \times \mathbb{R}^n$ by [9, Prop. 7]. When $\varphi = \varphi_{\text{SQ}}$ and $\varphi_{\text{FB}}$, the result is implied by [18, Theorem 4.2] and [58, Theorem 3.2], respectively. \qed

Unless otherwise stated, $\theta(x, y, \varepsilon)$ in the rest of this section is the function associated with $K$, i.e. $\theta(x, y, \varepsilon) = (\theta(x_1, y_1, \varepsilon), \ldots, \theta(x_m, y_m, \varepsilon))$ with $\theta(x, y, \varepsilon)$ defined as in (55). Let $\Theta: \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^l \times \mathbb{R}^n \to \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^l \times \mathbb{R}^n$ be the operator defined by (12) with such $\theta$. The following proposition shows that $\Theta$ is continuously differentiable at any $\omega \in \mathbb{R}^l \times \mathbb{R}^n \times \mathbb{R}^n$, and has nonsingular Jacobians under some mild assumptions.
Proposition 6.3 Let $\Theta$ be defined by (12) with $\theta$ given as in (55). Then,

(a) the operator $\Theta$ is continuously differentiable at any $\omega \in \mathbb{R}_{++} \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l$ and

$$
\Theta'(\omega) = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & E_x'(x,y,\zeta) & E_y'(x,y,\zeta) & E_z'(x,y,\zeta) \\
\theta'(x,y,\varepsilon) & D_x(x,y,\varepsilon) & D_y(x,y,\varepsilon) & 0
\end{bmatrix}
$$

where

$$
D_x(x,y,\varepsilon) := \text{diag} (\theta'_{x1}(x_1,y_1,\varepsilon), \ldots, \theta'_{xm}(x_m,y_m,\varepsilon)),
$$

$$
D_y(x,y,\varepsilon) := \text{diag} (\theta'_{y1}(x_1,y_1,\varepsilon), \ldots, \theta'_{ym}(x_m,y_m,\varepsilon)).
$$

(b) $\Theta'(\omega)$ is nonsingular provided that $\text{rank } E_z'(x,y,\zeta) = l$ and for any $u \neq 0, v \neq 0$,

$$
E'(x,y,\zeta)(u,v,s) = 0 \Rightarrow \exists \nu \in \{1, \ldots, m\} \text{ s.t. } u_\nu \neq 0 \text{ and } \langle u_\nu, v_\nu \rangle \geq 0. \quad (57)
$$

Proof. Part (a) is direct by Prop. 6.2(a) and the definition of $\Theta$. We next prove part (b). By the expression of $\Theta'(\omega)$, it suffices to prove that the following system

$$
E_x'(x,y,\zeta)u + E_y'(x,y,\zeta)v + E_z'(x,y,\zeta)s = 0 \\
D_x(x,y,\zeta)u + D_y(x,y,\zeta)v = 0
$$

has only zero solutions. If one of $u$ and $v$ is zero, then we must have $u = 0$ and $v = 0$ from the second equation since $D_x(x,y,\zeta)$ and $D_y(x,y,\zeta)$ are nonsingular by Prop. 6.1(c). Together with the first equation and the assumption of rank $E_z'(x,y,\zeta) = l$, we get $s = 0$. Thus, we prove that $u = 0$, $v = 0$, $s = 0$ under this condition. If $u \neq 0$ and $v \neq 0$, then the first equation of (58) and the given assumption imply that there exists a $\nu \in \{1, \ldots, m\}$ such that $u_\nu \neq 0$ and $\langle u_\nu, v_\nu \rangle \geq 0$. Note that the second equation of (58) is equivalent to

$$
\varphi_{x1}'(x_i,y_i,\varepsilon)u_i + \varphi_{y1}'(x_i,y_i,\varepsilon)v_i = 0 \quad \text{for all } i = 1, 2, \ldots, m.
$$

For $i = \nu$, since $\varphi_{y\nu}'(x_\nu,y_\nu,\varepsilon)$ is nonsingular by Prop. 6.1(d), it follows that

$$
u^T [\varphi_{y\nu}'(x_\nu,y_\nu,\varepsilon)]^{-1} [\varphi_{x\nu}'(x_\nu,y_\nu,\varepsilon)] u_\nu + \langle u_\nu, v_\nu \rangle = 0.
$$

From Prop. 6.1(e), the matrix $[\varphi_{y\nu}'(x_\nu,y_\nu,\varepsilon)]^{-1} [\varphi_{x\nu}'(x_\nu,y_\nu,\varepsilon)]$ is positive definite, and from the last equality and $\langle u_\nu, v_\nu \rangle \geq 0$, it then follows that $u_\nu = 0$. Thus, we obtain a contradiction. The proof is completed. □

The condition in Prop. 6.3(b) is weaker than the conditions (6.2)–(6.3) of [25]. When $l = 0$, the condition of Prop. 6.3(b) is equivalent to saying that $E_x'$ and $E_y'$ are Cartesian column monotone, whereas the condition (6.3) of [25] is equivalent to saying that $E_x'$ and $E_y'$ are column monotone. For the SOCCP (4), the condition in Prop. 6.3(b) is equivalent
to requiring the Cartesian $P_0$-property of $F'$, whereas the condition (6.3) of [25] is equivalent to requiring the positive semidefiniteness of $F'$. Recently, for the SOCCP (4), Chua et al. [19] establish the nonsingularity of $\Theta'(\omega)$ with $\varphi = \varphi_{cm}$ and $\varphi_{sq}$ under the uniform nonsingularity of $F$, which is another nonmonotone property of $F$. Now it is not clear whether this condition is weaker than the Cartesian $P_0$-property of $F'$ for differentiable $F$.

Let $\Xi: \mathbb{R}_+ \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l \rightarrow \mathbb{R}_+$ be the natural merit function of $\Theta(w) = 0$, i.e.,

$$\Xi(\omega) = \|\Theta(w)\|^2 \quad \forall \omega \in \mathbb{R}_+ \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l. \quad (59)$$

The following proposition provides the coerciveness conditions of $\Xi$ for the SOCCP (3).

**Proposition 6.4** Let $\Theta$ and $\Xi$ be defined by (12) and (59), respectively. Suppose that

$$E(x, y, \zeta) \equiv \begin{pmatrix} F(\zeta) - x \\ G(\zeta) - y \end{pmatrix}$$

with $F$ and $G$ being continuous. Then $\Xi$ is coercive under (C.1) or (C.2) of Prop. 4.2.

**Proof.** We first prove the result under the condition (C.1) of Prop. 4.2. Suppose on the contrary that there exist a constant $\gamma \geq 0$ and a sequence $\{\omega^k\}$ with $\|\omega^k\| \rightarrow \infty$ such that $\Xi(\omega^k) \leq \gamma$. Since $\{\varepsilon^k\}$ is bounded by $\Xi(\omega^k) \leq \gamma$, we must have $\| (x^k, y^k, \zeta^k) \| \rightarrow \infty$. Observe that $\|\zeta^k\| \rightarrow \infty$ necessarily holds. If not, using the continuity of $F$ and $G$, and $\Xi(\omega^k) \leq \gamma$, we deduce that $\{x^k\}$ and $\{y^k\}$ are bounded, which contradicts the fact that $\| (x^k, y^k, \zeta^k) \| \rightarrow \infty$. From the uniform Jordan $P$-property and the linear growth of $F$ and $G$, it then follows that $\| F(\zeta^k) \|, \| G(\zeta^k) \| \rightarrow \infty$. If not, we assume without loss of generality that $\{F(\zeta^k)\}$ is bounded. Define the bounded sequence $\{\xi^k\}$ by

$$\xi^k_i = \begin{cases} \zeta^k_i & \text{if } i \in J \\ 0 & \text{otherwise} \end{cases}$$

where $J := \{i \in \{1, \ldots, m\} \mid \|\zeta^k_i\| \text{ is unbounded}\} \neq \emptyset$. Using the boundedness of $\{F(\zeta^k)\}$ and $\{F(\xi^k)\}$, and the linear growth of $G$, we obtain that

$$\lambda_2 \left[ (F(\zeta^k) - F(\xi^k)) \circ (G(\zeta^k) - G(\xi^k)) \right] \leq C_1 \|\zeta^k\| + C_2$$

for some $C_1, C_2 > 0$, which contradicts the uniform Jordan $P$-property of $F$ and $G$. Thus,

$$\|\zeta^k\| \rightarrow +\infty, \quad \|F(\zeta^k)\| \rightarrow \infty, \quad \|G(\zeta^k)\| \rightarrow \infty, \quad \|x^k\| \rightarrow \infty, \quad \|y^k\| \rightarrow \infty.$$

By Prop. 6.1 and $\Xi(\omega^k) \leq \gamma$, we have that $\{\phi(x^k, y^k)\}$ is bounded with $\phi = \phi_{NR}$ or $\phi_{PB}$. This together with Lemma 3.5 and the last equation implies that $\{\lambda_1(x^k)\}$ and $\{\lambda_1(y^k)\}$ are bounded below, but $\lambda_2(x^k), \lambda_2(y^k) \rightarrow +\infty$. From the proof of [47, Prop. 4.2(a)], we know that the uniform Jordan $P$-property and the linear growth of $F$ and $G$ implies that
The smoothing Newton method \cite{54} for solving system (1) is described as follows. Let

\begin{equation}
\Theta(x^k, y^k, \omega) := \phi(x^k, y^k) + \delta \omega \cdot \zeta^k,
\end{equation}

where $\phi(x^k, y^k)$ is bounded with $\phi(0, y^k), \phi(x^k, 0)$, and so is $\phi(x^k, y^k)$. In addition, it is easy to verify that $\{\zeta^k\}$ is bounded, but $\|\zeta^k\| \to \infty$, i.e., $\Xi$ is not coercive. This partly interprets why in Subsection 6.2 using the smoothing method below to solve some linear SOCPs requires much more iterations than the interior point methods.

Motivated by the efficiency of the smoothing Newton method \cite{54}, we next apply this method for solving the SOC complementarity system (1), i.e., we want to obtain a solution of (1) by solving a single augmented smooth system $\Theta(\omega) = 0$. Choose $\bar{\varepsilon} > 0 \in (0, 1)$ such that $\bar{\varepsilon} \gamma < 1$, and let $\bar{\omega} = (\bar{\varepsilon}, 0) \in \mathbb{R}_{++}^2 \times \mathbb{R}^l$. Define

$$\beta(\omega) := \gamma \min \{1, \Xi(\omega)\}.$$ 

The smoothing Newton method \cite{54} for solving system (1) is described as follows.

**Algorithm 6.1 (Smoothing Newton method)**

**Step 0.** Select a smoothing function $\varphi$ of $\phi_{NR}$, or $\phi_{FB}$. Choose constants $\delta \in (0, 1)$ and $\sigma \in (0, 1/2)$, and a point $(x^0, \zeta^0, y^0) \in \mathbb{R}^n \times \mathbb{R}^l \times \mathbb{R}^n$. Let $\varepsilon^0 = \bar{\varepsilon}$ and $k := 0$.

**Step 1.** If $\Theta(\omega^k) = 0$, then stop. Otherwise, let $\beta_k := \beta(\omega^k)$.

**Step 2.** Compute the direction $d\omega^k := (d\varepsilon^k, dx^k, dy^k, d\zeta^k) \in \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l$ by

\begin{equation}
\Theta(\omega^k) + \Theta'(\omega^k)d\omega = \beta_k\bar{\omega}.
\end{equation}

**Step 3.** Let $l_k$ be the smallest nonnegative integer $l$ satisfying

\begin{equation}
\Xi(\omega^k + \delta^l d\omega^k) \leq \left[1 - 2\sigma(1 - \gamma \|\bar{\omega}\|)\delta^l\right] \Xi(\omega^k).
\end{equation}
Step 4. Define $\omega^{k+1} := \omega^k + \delta^k d\omega^k$. Let $k := k + 1$, and then go to Step 1.

From Prop. 6.3(a), it follows that the mapping $\Theta(\cdot)$ is continuously differentiable at any $\omega^k \in \mathbb{R}_{++} \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l$, and if for each $\varepsilon > 0$ and $(x, y, \zeta) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l$, the mapping $E$ satisfies the condition of Prop. 6.3(b), then $\Theta'(\omega)$ is nonsingular. As remarked after Prop. 6.3, there are many types of SOCCPs, even nonmonotone SOCCPs, such that $E$ satisfies this condition. The main computation work of Algorithm 6.1 is to calculate the direction $d\omega^k$ by (60). In Subsection 6.2, we analyze that for the standard linear SOCPs, the calculation of $d\omega^k$ needs only one factorization of an $m \times m$ positive definite matrix, whereas for nonlinear SOCPs, it requires one factorization of an $n \times n$ positive definite matrix and one factorization of an $m \times m$ positive definite matrix.

Note that $\bar{\varepsilon} > 0$ and the starting $\omega^0 = (\varepsilon^0, x^0, y^0, \zeta^0)$ belongs to the following set

$$
\Omega := \{ \omega = (\varepsilon, x, y, \zeta) \in \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^l \mid \varepsilon \geq \beta(\omega) \bar{\varepsilon} \}.
$$

Therefore, using the same arguments as those of [54], we can prove that Algorithm 6.1 generates an infinite sequence $\{\omega^k\}$ with $\varepsilon^k \in \mathbb{R}_{++}$ and $\omega^k \in \Omega$, provided that for each $k$ with $\varepsilon^k > 0$ and $\omega^k \in \Omega$, the Jacobian $\Theta'(\omega^k)$ is invertible. Particularly, we have the following global convergence result, whose proof is similar to that of [54, Theorem 4].

**Theorem 6.1** Suppose that for all $\omega = (\varepsilon, x, y, \zeta) \in \Omega$, $\text{rank} E'_\zeta(x, y, \zeta) = l$ and the implication (57) holds for any $u \neq 0, v \neq 0$. Then, an infinite sequence $\{\omega^k\}$ is generated by Algorithm 6.1 and each accumulation point $\omega^*$ of $\{\omega^k\}$ is a solution of $\Theta(w) = 0$.

When applying Algorithm 6.1 for the SOCCP (3), the sequence generated is bounded if the mappings $F$ and $G$ satisfy one of the conditions of Prop. 4.2. For the linear SOCPs, the counterexample after Prop. 6.4 shows that the full row rank of $A$ can not guarantee the boundedness of level sets of the merit function $\Xi$, although numerical results in Subsection 6.2 demonstrate that the sequence generated by Algorithm 6.1 is generally bounded for this class of problems.

Assume that $\varphi$ in Algorithm 6.1 is chosen as $\varphi_{cm}$ with $g$ given by (52), $\varphi_{sq}$ or $\varphi_{fb}$. By Prop. 6.2(c), the operator $\Theta$ is semismooth everywhere whenever $E$ is semismooth, and strongly semismooth everywhere whenever $E$ is strongly semismooth. Therefore, under the nonsingularity assumption of $\partial_B \Theta(\omega^*)$, using the similar arguments to those of [54], we can establish the following local superlinear (or quadratic) convergence results.

**Theorem 6.2** Suppose that for all $\omega = (\varepsilon, x, y, \zeta) \in \Omega$, $\text{rank} E'_\zeta(x, y, \zeta) = l$ and the implication (57) holds for any $u \neq 0, v \neq 0$, and $\omega^*$ is an accumulation point of the infinite sequence $\{\omega^k\}$ generated by Algorithm 6.1 with $\varphi = \varphi_{cm}$ for $g$ given by (52), $\varphi_{sq}$
or $\varphi_{FB}$. If $E$ is semismooth at $\omega^*$ and all $V \in \partial_B \Theta(\omega^*)$ are nonsingular, then the whole sequence $\{\omega^k\}$ converges to $\omega^*$, and

$$\|\omega^{k+1} - \omega^*\| = o(\|\omega^k - \omega^*\|) \quad \text{and} \quad \varepsilon^{k+1} = o(\varepsilon^k).$$

If, in addition, $E$ is strongly semismooth at $\omega^*$, then

$$\|\omega^{k+1} - \omega^*\| = O(\|\omega^k - \omega^*\|^2) \quad \text{and} \quad \varepsilon^{k+1} = O((\varepsilon^k)^2).$$

Using the same arguments as in [64] and [48], it is not hard to verify that the conditions of Theorems 5.1 and 5.2 may guarantee the nonsingularity of $\partial_B \Theta(\omega^*)$. Thus, analogous to the NR and FB semismooth Newton methods, the local superlinear (or quadratic) convergence of the smoothing Newton methods with the CHKS smoothing function, the log-exponential smoothing function, the squared smoothing function and the FB smoothing function do not require the strict complementarity of solutions.

### 6.2 Applications of smoothing Newton methods

In what follows, we use Algorithm 6.1 with $\varphi$ chosen as the CHKS smoothing function, the squared smoothing function, and the FB smoothing function, respectively, to solve the SOCP (5) with a twice continuously differentiable convex $f$. Unless otherwise stated, $\varphi_{CM}$ appearing in the subsection denotes the CHKS smoothing function.

First, let us take a closer look at the calculation of Newton direction $d\omega^k$ for this class of problems. Let $\theta$ be defined by (55) with $\varphi$ being one of $\varphi_{CM}$, $\varphi_{SQ}$ and $\varphi_{FB}$. It is easy to see that the KKT optimality conditions of (5) can be reformulated as $\Theta(\omega) = 0$ with

$$E(x, y, \zeta) \equiv \begin{pmatrix} Ax - b \\ A^T \zeta + y - \nabla f(x) \end{pmatrix}.$$ 

By Prop. 6.3(a) and the expression of $E$, equation (60) can be equivalently written as

$$d\varepsilon = \beta_k \bar{\varepsilon} - \varepsilon^k \quad Adx = b - Ax^k \quad -\nabla^2 f(x^k) dx + dy + A^T d\zeta = \nabla f(x^k) - A^T \zeta^k - y^k$$

$$D^k_x dx + D^k_y dy = -\theta'_k(x^k, y^k, \varepsilon^k) d\varepsilon - \varphi(x^k, y^k, \varepsilon^k) \quad (62)$$

where $D^k_x = D_x(x^k, y^k, \zeta^k)$ and $D^k_y = D_y(x^k, y^k, \zeta^k)$ with $D_x(\cdot, \cdot, \cdot)$ and $D_y(\cdot, \cdot, \cdot)$ defined by (56). Since $D^k_x$ and $D^k_y$ are nonsingular by Prop. 6.1(d) and the definition of $\theta$, we obtain from the last two equations of (62) that

$$[(D^k_y)^{-1} D^k_x + \nabla^2 f(x^k)] dx = A^T d\zeta + \text{Res}^k \quad (63)$$
where
\[
\text{Res}^k = (-\nabla f(x^k) + A^T \phi^k + y^k) - (D^k_y)^{-1} \left[ \theta'_k(x^k, y^k, \varepsilon^k) d\varepsilon + \phi(x^k, y^k, \varepsilon^k) \right].
\]
Since \((D^k_y)^{-1}D^k_x\) is positive definite by the definition of \(\theta\) and Prop. 6.1(e), and \(\nabla^2 f(x^k)\) is symmetric positive semidefinite by the convexity of \(f\), it follows that \((D^k_y)^{-1}D^k_x + \nabla^2 f(x^k)\) is nonsingular. Using (63) and the second equation of (62) then yields that
\[
d\zeta = (\Sigma^k)^{-1} \left[ (b - Ax^k) - A \left[ (D^k_y)^{-1}D^k_x + \nabla^2 f(x^k) \right]^{-1} \text{Res}^k \right],
\]
where
\[
\Sigma^k = A \left[ (D^k_y)^{-1}D^k_x + \nabla^2 f(x^k) \right]^{-1} A^T.
\]
Substituting \(d\zeta\) into (63) yields \(dx\), and \(dy\) follows from the third equation of (62).

We see from (64) that, if \(\nabla^2 f(x^k) \neq 0\), then calculating \(d\omega^k\) requires a factorization of \(n \times n\) positive definite matrix \([(D^k_y)^{-1}D^k_x + \nabla^2 f(x^k)]\) and a factorization of \(m \times m\) positive definite matrix \(\Sigma^k\). Note that, when \(\varphi = \varphi_{CM}\), the \(i\)th block of the block diagonal matrix \((D^k_y)^{-1}D^k_x\) can be achieved by calculating \((\nabla g^{soc}(z_i))^{-1} - I\) via the formula in Lemma 2.2; and when \(\varphi = \varphi_{SQ}\) and \(\varphi_{FB}\), this can be achieved by calculating \(L_{z_i + (x_i - y_i)}^{-1} L_{z_i - (x_i - y_i)}^{-1}\) and \(L_{z_i - x_i}^{-1} L_{z_i - y_i}^{-1}\), respectively, via the formula in (13), where \(z_i\) has the same expression as \(z\) in Prop. 6.1(b). If \(\nabla^2 f(x^k) = 0\), then the computation work of \(d\omega^k\) is greatly reduced. Under this case, \(\Sigma^k = \sum_{i=1}^m A_i D_i^k A_i^T\) with \(A_i \in \mathbb{R}^{m \times n}\) such that \(A = [A_1 \cdots A_m]\), and
\[
D^k_i = \begin{cases} 
(I - \nabla g^{soc}(z_i))^{-1} - I & \text{if } \varphi = \varphi_{CM}, \\
L_{z_i - (x_i - y_i)}^{-1} L_{z_i + x_i + y_i} & \text{if } \varphi = \varphi_{SQ}, \\
L_{z_i - x_i}^{-1} L_{z_i - y_i} & \text{if } \varphi = \varphi_{FB}.
\end{cases}
\]
So, the calculation of \(d\omega^k\) only requires a factorization of \(m \times m\) positive definite matrix \(\Sigma^k\), where using the same technique as in Lemma 2.2 yields that \((I - \nabla g^{soc}(z_i))^{-1}\) equals
\[
\frac{1}{(1 - b(z_i))^2 - c^2(z_i)} \begin{bmatrix} 
1 - b(z_i) & c(z_i) z_{i2} \|z_{i2}\| \\
c(z) \|z_{i2}\| & \frac{(1 - b(z_i))^2 - c^2(z_i)}{1 - a(z_i)} \left( I - \frac{z_{i2} z_{i2}^T}{\|z_{i2}\|^2} \right) + \frac{(1 - b(z_i)) z_{i2} z_{i2}^T}{\|z_{i2}\|^2}
\end{bmatrix}.
\]
We implemented the nonmonotone line search version of Algorithm 6.1, i.e., in Step 3 we compute the smallest nonnegative integer \(l_k\) satisfying \(\omega^k + \delta^k l_k \in \Omega\) and
\[
\Xi(\omega^k + \delta^k l_k) \leq W_k - 2\sigma (1 - \gamma) \delta^k \Xi(\omega^k)
\]
where \(W_k = \max_{j=\hat{m}_{k-1},\cdots,k} \Xi(\zeta^j)\) and where, for a given nonnegative integer \(\hat{m}\) and \(s\),
\[
m_k = \begin{cases} 
0 & \text{if } k \leq s \\
\min \{m_{k-1} + 1, \hat{m}\} & \text{otherwise}.
\end{cases}
\]
During the testing, we used $\hat{m} = 5, s = 5$ and the following parameters of Algorithm 6.1:

$$
\delta = 0.5, \quad \sigma = 0.5 \times 10^{-4}, \quad \gamma = 0.5. \quad (65)
$$

We terminated the algorithm once $\Xi(\omega^k) \leq \epsilon$ and $k \leq 100$. Throughout the tests, the linear system of equations $\Sigma^k d\zeta = \text{Res}^k$ is computed by $d\zeta = \Sigma^k \backslash \text{Res}^k$, and the inverse of $[(D_y^k)^{-1}D_z^k + \nabla^2 f(x^k)]$ with $\nabla^2 f(x^k) \neq 0$ were computed by “inv” of Matlab. All tests were done in Matlab 6.5 on a PC of Pentium 4 with 2.8GHz CPU and 512MB memory.

<table>
<thead>
<tr>
<th>Problem</th>
<th>nb</th>
<th>nb_L1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nb</td>
<td></td>
</tr>
<tr>
<td>$\phi = \phi_{FB}$</td>
<td>51 29</td>
<td>5.88e–9</td>
</tr>
<tr>
<td>$\phi = \phi_{CM}$</td>
<td>228 64</td>
<td>8.89e–9</td>
</tr>
<tr>
<td>$\phi = \phi_{SQ}$</td>
<td>146 37</td>
<td>8.34e–9</td>
</tr>
<tr>
<td>SeDuMi</td>
<td>21</td>
<td>0.0507031</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Problem</th>
<th>nb_L2</th>
<th>nb_L2_bessel</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi = \phi_{FB}$</td>
<td>32 15</td>
<td>3.58e–9</td>
</tr>
<tr>
<td>$\phi = \phi_{CM}$</td>
<td>32 11</td>
<td>2.47e–10</td>
</tr>
<tr>
<td>$\phi = \phi_{SQ}$</td>
<td>27 13</td>
<td>2.95e–9</td>
</tr>
<tr>
<td>SeDuMi</td>
<td>15</td>
<td>-1.6289719</td>
</tr>
</tbody>
</table>

We tested two groups of convex SOCP instances. The first one is composed of four standard linear SOCPs from the DIMACS Implementation Challenge library [52]. We solved them by Algorithm 6.1 with error tolerance $\epsilon$ chosen as $1.0 \times 10^{-8}$, and the interior point method software SeDuMi [59] with the default tolerances, respectively. We tested that $\overline{\epsilon} = 0.5$ are favorable for the FB smoothing method and the squared smoothing method, whereas $\overline{\epsilon} = 0.1$ is suitable for the CHKS smoothing method. Table 3 reports the results of three smoothing methods with such $\overline{\epsilon}$, and those of the SeDuMi, where NF, Iter, Time and Optval have the same meaning as in Table 2.
Table 3 shows that the three smoothing methods with the above \( \bar{\epsilon} \) solve all test problems with the given accuracy successfully. We note that for the easier problems “\( \text{nb}_L2 \)” and “\( \text{nb}_L2 \_\text{bessel} \)”, the FB smoothing method needs a little more iterations and function evaluations than the other two smoothing methods, but for difficult “\( \text{nb} \)” and “\( \text{nb}_L1 \)”, the former is superior to the latter. The squared smoothing method has better performance than the CHKS smoothing method for the two difficult problems. We also found that, when setting \( \epsilon = 10^{-10} \), the FB smoothing method may yield the solutions with desirable accuracy for “\( \text{nb}_L1 \)” within 100 iterations, but the CHKS smoothing method and the squared smoothing method fail to this. In addition, compared with the SeDuMi, the three smoothing methods require more iterations for those two difficult problems, but less iterations for those simple problems.

The second group of test instances is composed of nonlinear convex SOCPs in (5) with \( f(x) \) and \( K \) same as in Subsection 5.2. The matrices \( Q \in \mathbb{R}^{n \times n} \) and \( A \in \mathbb{R}^{m \times n} \) and the vectors \( b \in \mathbb{R}^{m} \) and \( c \in \mathbb{R}^{n} \) are generated in the same way as in Subsection 5.2. We applied the above nonmonotone line search version of Algorithm 6.1 with the parameters in (65) and \( \epsilon = 3.0 \times 10^{-9} \) for the same 50 test instances as in Subsection 5.2. Table 4 reports the results of three smoothing methods with two different \( \bar{\epsilon} \), where SN means the number of problems with desired accuracy, Fail column gives the No. of the failure problems, and ANF columns lists the average function evaluations of the successful problems.

<table>
<thead>
<tr>
<th>Name</th>
<th>( \bar{\epsilon} )</th>
<th>SN</th>
<th>Fail</th>
<th>ANF</th>
<th>( \bar{\epsilon} )</th>
<th>SN</th>
<th>Fail</th>
<th>ANF</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB</td>
<td>0.5</td>
<td>47</td>
<td>6th, 19th, 21th</td>
<td>12</td>
<td>0.1</td>
<td>42</td>
<td>3-5th, 15th, 20th, 49th, 40-41th</td>
<td>10</td>
</tr>
<tr>
<td>CHKS</td>
<td>0.5</td>
<td>37</td>
<td>11-12th, 16th,21-22th</td>
<td>10</td>
<td>0.1</td>
<td>50</td>
<td>42-44th, 48th</td>
<td>8</td>
</tr>
<tr>
<td>SQ</td>
<td>0.5</td>
<td>47</td>
<td>16th, 19th, 24th</td>
<td>11</td>
<td>0.1</td>
<td>50</td>
<td></td>
<td>8</td>
</tr>
</tbody>
</table>

From Table 4, we observe that the value of \( \bar{\epsilon} \) has influence on the performance of three smoothing methods, and the influence is remarkable for the CHKS smoothing method. In other words, the FB smoothing method and the squared smoothing method have better robustness than the CHKS smoothing method. The FB smoothing method requires a little more function evaluations and iterations than the other two smoothing methods. Together with the results in Table 3, we conclude that the squared smoothing method is
superior to the CHKS smoothing method, and for those difficult problems, it seems that the FB smoothing method has better performance than the squared smoothing method.

Comparing the results in Tables 3–4 with those of Subsection 5.2, we see that the FB semismooth method has comparable performance with the three smoothing methods in terms of functions evaluations, the number of iterations, and the accuracy, but the former requires more CPU time than the latter since the former requires one factorization of an $(2n + m) \times (2n + m)$ nonsingular matrix at each iteration. For example, for the nonlinear convex SOCP instances, the average CPU time required by the FB semismooth method for each problem is $857.3(s)$, whereas that of the smoothing methods is less than $300(s)$.

7 Conclusions

We have made a survey for the properties of SOC complementarity functions and theoretical results of related solution methods, including the merit function methods, the semismooth Newton method and the smoothing Newton methods, and pay attentions to the performance of these methods. Among the four classes of common merit functions, the FB merit function is the most desirable whether in theory or in numerical performance, although the LT merit function $\Psi_{LT}$ and its variant $\tilde{\Psi}_{LT}$ has some advantages in some aspects. Among the three popular smoothing methods, the squared smoothing method seems superior to the CHKS smoothing method, and the FB smoothing method has better performance than the squared smoothing method for those difficult problems. The global FB semismooth Newton method is comparable with the smoothing Newton methods in terms of iterations and the accuracy of solutions, despite of more CPU time.

In addition, we also observe that, compared with primal-dual interior point methods (such as the SeduMi software [59]), the semismooth Newton method and the smoothing Newton methods have worse performance for “nb_L1”. One of main reasons is, as remarked after Prop. 6.4, the natural merit functions of systems $\Phi(z) = 0$ and $\Theta(\omega) = 0$ may have unbounded level sets only under the full row rank of $A$.
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Appendix

**Lemma 1** Let $\hat{\psi}_2$ be defined by (25). Then $\hat{\psi}_2$ is smooth everywhere on $\mathbb{R}^n \times \mathbb{R}^n$.

**Proof.** By Prop. 3.2(b) of [12], $\hat{\psi}_2$ is differentiable everywhere on $\mathbb{R}^n \times \mathbb{R}^n$. We will show that $\nabla \hat{\psi}_2$ is continuous at every $(a, b) \in \mathbb{R}^n \times \mathbb{R}^n$. By the symmetry between $x$ and $y$ in $\nabla \hat{\psi}_2$, it suffices to show that $\nabla_x \hat{\psi}_2$ is continuous at every $(a, b) \in \mathbb{R}^n \times \mathbb{R}^n$.

Case (1): $a = b = 0$. By Prop. 3.2(b) of [12], $\nabla_x \hat{\psi}_2(0, 0) = 0$. Thus, we need to show that $\nabla_x \hat{\psi}_2(x, y) \to 0$ as $(x, y) \to (0, 0)$. When $x^2 + y^2 \in \text{int}(\mathcal{K}_n)$, from [10, Lemma 4] it follows that $L_x L_{(x+y)^1/2}^{-1}$ is uniformly bounded, and when $x^2 + y^2 \not\in \text{int}(\mathcal{K}_n)$ and $(x, y) \neq (0, 0)$, $\frac{x_1}{\sqrt{x_1^2 + y_1^2}}$ is clearly uniformly bounded. Also, $\phi_{FB}(x, y)_+ \to 0$ as $(x, y) \to (0, 0)$. Thus, the expression of $\nabla_x \hat{\psi}_2$ at $(x, y) \neq (0, 0)$ implies that $\nabla_x \hat{\psi}_2(x, y) \to 0$ as $(x, y) \to (0, 0)$. 
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Case (2): \( a^2 + b^2 \in \text{int}(K^n) \). It was already shown in the proof of [12, Prop. 3.2(b)] that 
\( \widetilde{\psi}_2 \) is continuously differentiable at \((a, b)\).

Case (3): \( a^2 + b^2 \not\in \text{int}(K^n) \) and \( (a, b) \neq (0, 0) \). When \( x^2 + y^2 \not\in \text{int}(K^n) \) and \( (x, y) \neq (0, 0) \), clearly, \( \nabla x \widetilde{\psi}_2(x, y) \to \nabla x \widetilde{\psi}_2(a, b) \) as \( (x, y) \to (a, b) \) by using the expression of \( \nabla x \widetilde{\psi}_2 \). We next consider the case where \( x^2 + y^2 \in \text{int}(K^n) \). Notice that

\[
\nabla x \widetilde{\psi}_2(x, y) = \left( I - L_x L_{(x^2+y^2)^{1/2}}^{-1} \right) \phi_{FB}(x, y),
\]
\[
\nabla x \widetilde{\psi}_2(a, b) = \left( 1 - \frac{a_1}{\sqrt{a_1^2 + b_1^2}} \right) \phi_{FB}(a, b).
\]

We proceed the proof by the following three subcases: (i) \( \phi_{FB}(x, y) \in K^n \), (ii) \( \phi_{FB}(x, y) \in -K^n \) and (iii) \( \phi_{FB}(x, y) \not\in K^n \cup -K^n \). When \( \phi_{FB}(x, y) \in K^n \), we necessarily have that \( \phi_{FB}(a, b) \in K^n \) since \( K^n \) is closed and \( (x, y) \to (a, b) \). From Prop. 2 of [10], we have that

\[
\left( I - L_x L_{(x^2+y^2)^{1/2}}^{-1} \right) \phi_{FB}(x, y) \to \left( 1 - \frac{a_1}{\sqrt{a_1^2 + b_1^2}} \right) \phi_{FB}(a, b)
\]
as \( (x, y) \to (a, b) \). From (66) it follows that \( \nabla x \widetilde{\psi}_2(x, y) \to \nabla x \widetilde{\psi}_2(a, b) \) as \( (x, y) \to (a, b) \).

When \( \phi_{FB}(x, y) \in -K^n \), we have \( \phi_{FB}(a, b) \in -K^n \), i.e., \( \phi_{FB}(a, b)_+ = 0 \). For this case, clearly, \( \nabla x \widetilde{\psi}_2(x, y) \to \nabla x \widetilde{\psi}_2(a, b) \) as \( (x, y) \to (a, b) \). When \( \phi_{FB}(x, y) \not\in K^n \cup -K^n \), by the continuity of \( \phi_{FB} \), we may assume that \( \phi_{FB}(a, b) \not\in K^n \cup -K^n \). Therefore,

\[
\phi_{FB}(x, y)_+ = \lambda_2(x, y) u^{(2)}(x, y) \quad \text{and} \quad \phi_{FB}(a, b)_+ = \mu_2(a, b) v^{(2)}(a, b)
\]

where \( \lambda_2(x, y) \) and \( \mu_2(a, b) \) are the bigger spectral value of \( \phi_{FB}(x, y) \) and \( \phi_{FB}(a, b) \), respectively, and \( u^{(2)}(x, y) \) and \( v^{(2)}(a, b) \) are the corresponding spectral vectors. By (66),

\[
L_x L_{(x^2+y^2)^{1/2}}^{-1} \lambda_2(x, y) u^{(2)}(x, y) \to \frac{a_1}{\sqrt{a_1^2 + b_1^2}} \mu_2(a, b) v^{(2)}(a, b)
\]
as \( (x, y) \to (a, b) \), it suffices to prove that

\[
L_x L_{(x^2+y^2)^{1/2}}^{-1} \lambda_2(x, y) u^{(2)}(x, y) \to \frac{a_1}{\sqrt{a_1^2 + b_1^2}} \mu_2(a, b) v^{(2)}(a, b)
\]

as \( (x, y) \to (a, b) \). (67)

We denote the spectral values of \( x^2 + y^2 \) by \( \lambda_1 \) and \( \lambda_2 \). Then, we have that

\[
\lambda_2(x, y) = (x_1 + y_1) - \frac{\sqrt{\lambda_1 + \lambda_2}}{2} \| w_2 \|, \quad u^{(2)}(x, y) = \frac{1}{2} \left( \frac{1}{\| w_2 \|} \right)
\]

where

\[
w_2 = w_2(x, y) := (x_2 + y_2) - \frac{\sqrt{\lambda_2}}{2} \| x_1 x_2 + y_1 y_2 \|.
\]

Notice that \( a^2 + b^2 \not\in \text{int}(K^n) \) and \( (a, b) \neq (0, 0) \). Using Lemma 2 of [10], we have

\[
\| a_1 a_2 + b_1 b_2 \| = \frac{1}{2} (\| a \|^2 + \| b \|^2) = a_1^2 + b_1^2, \quad a_1 b_2 = b_1 a_2,
\]

(68)
which implies that
\[ \mu_2(a, b) = (a_1 + b_1) - \sqrt{a_1^2 + b_1^2} + \|u_2(a, b)\|, \quad v^{(2)} = \frac{1}{2} \left( 1 - \frac{u_2(a, b)}{\|u_2(a, b)\|} \right) \]  \hspace{1cm} (69)

with \( u_2(a, b) = (a_2 + b_2) - \frac{a_1a_2 + b_1b_2}{\sqrt{a_1^2 + b_1^2}} \). Since, as \((x, y) \to (a, b)\),
\[ \lambda_1 = \|x\|^2 + \|y\|^2 - 2\|x_1x_2 + y_1y_2\| \to \|a\|^2 + \|b\|^2 - 2\|a_1a_2 + b_1b_2\| = 0 \]
\[ \lambda_2 = \|x\|^2 + \|y\|^2 + 2\|x_1x_2 + y_1y_2\| \to 2(\|a\|^2 + \|b\|^2) = 4(a_1^2 + b_1^2), \]

it follows that
\[ w_2(x, y) \to (a_2 + b_2) - \frac{\sqrt{a_1^2 + b_1^2} a_1a_2 + b_1b_2}{\|a_1a_2 + b_1b_2\|} = (a_2 + b_2) - \frac{a_1a_2 + b_1b_2}{\sqrt{a_1^2 + b_1^2}}. \]

This together with the expression of \( \lambda_2(x, y) \) and \( \mu_2(a, b) \) yields that \( \lambda_2(x, y) \to \mu_2(a, b) \) as \((x, y) \to (a, b)\). Consequently, to prove (67), it suffices to show that
\[ L_x L_{x^2 + y^2}^{-1/2} u^{(2)}(x, y) \to \frac{a_1}{\sqrt{a_1^2 + b_1^2}} v^{(2)}(a, b) \text{ as } (x, y) \to (a, b). \]  \hspace{1cm} (70)

For the sake of notation, let \( z := (z_1, z_2) = (x^2 + y^2)^{1/2} \). Then,
\[ z_1 = \frac{\sqrt{\lambda_2} + \sqrt{\lambda_1}}{2} \quad \text{and} \quad z_2 = \frac{\sqrt{\lambda_2} - \sqrt{\lambda_1}}{2} x_1x_2 + y_1y_2. \]

By the expression of \( L_z^{-1} \) and \( u^{(2)}(x, y) \), we can compute that
\[ L_x L_{x^2 + y^2}^{-1/2} u^{(2)}(x, y) = L_z L_z^{-1} u^{(2)}(x, y) := (\xi_1, \xi_2), \]

where
\[ \xi_1 = \frac{1}{2 \det(z)} \left[ (x_1z_1 - x_2z_2) - x_1 \frac{z_1^Tw_2}{\|w_2\|} + \frac{\det(z)}{z_1} \frac{x_1^Tw_2}{\|w_2\|} + \frac{x_2^Tz_2}{\|w_2\|} \right], \]
\[ \xi_2 = \frac{1}{2 \det(z)} \left[ (x_2z_1 - x_1z_2) - x_2 \frac{z_2^Tw_2}{\|w_2\|} + \frac{\det(z)}{z_1} \frac{x_2^Tw_2}{\|w_2\|} + \frac{x_1^Tz_2}{\|w_2\|} \right]. \]

After suitable rearrangements for the terms of \( \xi_1 \),
\[ \xi_1 = \frac{1}{2z_1} \frac{x_1^Tw_2}{\|w_2\|} + \frac{1}{2 \det(z) z_1} (x_1z_1 - x_2z_2) \left( z_1 \frac{z_2^Tw_2}{\|w_2\|} \right), \]
\[ \xi_2 = \frac{x_1}{2z_1} \frac{w_2}{\|w_2\|} + \frac{1}{2 \det(z) z_1} (x_2z_1 - x_1z_2) \left( z_1 \frac{z_2^Tw_2}{\|w_2\|} \right). \]

We next prove that the last term of \( \xi_1 \) and \( \xi_2 \) tends to zero as \((x, y) \to (a, b)\). Since
\[ z_1 = \frac{\sqrt{\lambda_2} + \sqrt{\lambda_1}}{2} \to \sqrt{a_1^2 + b_1^2}, \quad z_2(x, y) \to \frac{a_1a_2 + b_1b_2}{\sqrt{a_1^2 + b_1^2}}, \quad w_2(x, y) \to 2w(x, y) \]
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as \((x, y) \to (a, b)\), it follows that
\[
\begin{align*}
z_1 - \frac{z_2^T w_2}{\|w_2\|} &\to \sqrt{a_1^2 + b_1^2} - \frac{(a_1 a_2 + b_1 b_2)^T u_2(a, b)}{\sqrt{a_1^2 + b_1^2} \|u_2(a, b)\|} \\
&= \frac{(a_1^2 + b_1^2) \|u_2(a, b)\| - (a_1 a_2 + b_1 b_2)^T u_2(a, b)}{\sqrt{a_1^2 + b_1^2} \|u_2(a, b)\|}.
\end{align*}
\]
Using the relations \(a_2^T b_2 = a_1 b_1\) and \(a_1 b_2 = a_2 b_1\), we can compute that
\[
(a_1 a_2 + b_1 b_2)^T u_2(a, b) = (a_1^2 + b_1^2)(a_1 + b_1) - \frac{\|a_1 a_2 + b_1 b_2\|^2}{\sqrt{a_1^2 + b_1^2}}.
\]
The last two equations imply that, as \((x, y) \to (a, b)\),
\[
\begin{align*}
z_1 - \frac{z_2^T w_2}{\|w_2\|} &\to \frac{(a_1^2 + b_1^2)(a_1 + b_1) - (a_1^2 + b_1^2)(a_1 + b_1)}{\sqrt{a_1^2 + b_1^2} \|u_2(a, b)\|} \\
&= \frac{(a_1^2 + b_1^2)}{\sqrt{a_1^2 + b_1^2} \|u_2(a, b)\|}.
\end{align*}
\]
In addition, we can compute that
\[
\|u_2(a, b)\|^2 = (a_1^2 + b_1^2) + (a_1 + b_1)^2 - 2\sqrt{a_1^2 + b_1^2}(a_1 + b_1)
\]
\[
= \left(\sqrt{a_1^2 + b_1^2} - (a_1 + b_1)\right)^2.
\]
Noting that \(\mu_2(a, b) > 0\), we have from (69) that \(\|u_2(a, b)\| > \sqrt{a_1^2 + b_1^2} - (a_1 + b_1)\), which together with the last equality implies that \(\|u_2(a, b)\| = (a_1 + b_1) - \sqrt{a_1^2 + b_1^2}\).
Consequently, the right hand side of (71) equals 0. In addition, we have
\[
1 \frac{1}{\det(z)z_1}(x_1 z_1 - x_2^T z_2) = \frac{1}{z_1 \sqrt{\lambda_1 \lambda_2}} \left( x_1 \sqrt{\lambda_1} + \frac{\sqrt{\lambda_2} - \sqrt{\lambda_1}}{2} (x_1 - x_2^T \bar{v}_2) \right)
\]
where \(\bar{v}_2 = \frac{x_1 x_2 + y_1 y_2}{\|x_1 x_2 + y_1 y_2\|}\). By Lemma 3 of [10], clearly, \(\|x_1 - x_2^T \bar{v}_2\| \leq \sqrt{\lambda_1}\). Hence,
\[
\frac{1}{\det(z)z_1}(x_1 z_2 - x_2^T z_2)
\]
is bounded. Using the similar arguments, we also have that
\[
\frac{1}{\det(z)z_1}(x_1 z_2 - x_2^T z_2)
\]
is bounded. Combining with the result that \(z_1 - \frac{z_2^T w_2}{\|w_2\|} \to 0\), we prove that the last term of \(\xi_1\) and \(\xi_2\) tends to 0 as \((x, y) \to (a, b)\). Thus, we have that
\[
\begin{align*}
\xi_1 &\to \frac{1}{2\sqrt{a_1^2 + b_1^2} \|u_2(a, b)\|} \frac{a_1 a_2 u_2(a, b)}{2\sqrt{a_1^2 + b_1^2} \|u_2(a, b)\|}, \xi_2 \to \frac{a_1 b_2 u_2(a, b)}{2\sqrt{a_1^2 + b_1^2} \|u_2(a, b)\|}.
\end{align*}
\]
The proof is completed. \(\square\)