Exercises

1 Basic Logic

1.

Lo 4L 0 45 Ui 2 5 true statement 973 Vi Elon (377 £ F
d

(¢) n>3 and n <3.
(d) n>3orn<3.

EiRErAPALET (PANQ)VR)~((PVR)AN(QVR)) &4 i distribution of
disjunction over conjunction. #f1* truth table # % /4 ™ ¢ distribution laws.

(a) (PAQ)AR)
(b) (PVQ)VR)
(c) (PVQ)AR)

(Optional) fe3k¥ F A PH 2 4 - B statement P 5 T, AP ¥ L E T ehig p=1;
(

~ ((PAR)A(QAR)), distribution of conjunction over conjunction.
~ ((PVR)V (QVR)), distribution of disjunction over disjunction.
~ ((PAR)V(QAR)), distribution of conjunction over disjunction.

5 F,plz_p=0. Bk PQ % statement ¥ H &4 % 5 p.g.

a) WP PAQ (hiE ™ £ & pxgq, + ¥ % % min{p,q}.

(b) FHP PVQ e 7 £ % p+g—pxgq, # ¥ % % max{p,q}.

(c) F1* truth table 11 %2 (a),(b) e f&> 2 %% (PAP)~P 1% (PVP)~P.
R - g5 R 9

(d) 41* PAQHr PVQ enia ¥ &~ W4 * pxgfrp+qg—pxq. #P ((PANQ)VR)~
(PVR)AQVR)) ™25 ((PVQ)AR) ~ ((PAR)V (OAR)).

(e) FI* % a,b,c>0 P max{a,b} xc=max{axc,bxc} (V ER#&EF 7 7), &P
((PVQ)AR) ~ (PAR)V (QAR)).

iR A SR T R

(a) Negate (P=Q)=P (B ZF 2o > 2 FiH )
(b) F1* (PAQ)VP)~P #P =[(P= Q)= P] fc =P &_logically equivalent.

(c) #4xit Proposition 1.2.2 & ] * v ((P = Q) :>P) & P H_ - B tautology.

#-T 7] statement forms, 4] * —and vV BT £ 2 % § 0 (logically equivalent )
statement forms.

(a) P< Q.

(b) (PVQ)= (PAQ).



10.

() (P=Q)V(Q=P)

A g (P)A(2Q) R F PAQ. WAIT A e - BTE P=Q %
statement forms.

#pif “Jy <0, Vx>0, P(x,y)”, then “Vx >0, 3y <0, P(x,y)"

Find an example for P(x,y) so that the statement “Vx < 0, Jy <0, P(x,y)” is true,
but the statement “Jy < 0, Vx < 0, P(x,y)” is false.

Negate the statement: If Vx >0, Iy <0, P(x) A Q(y), then 3z <0, R(x,z) VS(y,2).
Let P be the statement: If x> —3x+2 <0, then 1.3 <x < 1.7.

(a) Write =P. (Hint: ;X & % if-then statement ® *% 7 &1 “Vx”.)

(b) M P & —P vi— § H 4,

2 Methods of Proof

1.

Using the indicated method to directly prove that if n is an integer, then n? 4+ 3n+2
Is even.

(a) Factorize n®+3n+2. (F1:\ 4 j2)

(b) Divide n into 2 cases.
Suppose that a,b are integers. Let P be the statement: if a x b is even, then either
a or b is even.

(a) Write the contrapositive statement of P.

(b) Prove P by using direct method (Hint: you can assume a is odd).

(c¢) Prove P by using contrapositive method.
Let Q be the statement: if a,b are positive integers, then a® —b> # 1.

(a) Negate Q.

(b) Prove Q by using proof by cases (Hint: (1) a < b; (2) a=b; (3) a> b, and for
(3) write a =b+k).

(c) Prove Q by using contradiction method.

You have a five points in the plane, not all colinear. Prove that there is a line
passing through just two of these points. (L& + 3 7 2 e 5 BEL o FHP 5 -
FERTEEH P S B

Given a,b € N with b > 1, prove that if there exist h,r € Z with 0 < r < b such that
a =bh+r, then h is unique and r is unique.



6. Use the pigeonhole principle to prove that no matter how 7 points are placed within
an 8 by 9 rectangle, there will always be a pair whose distance is at most 5. ( f&
8x9 thE > 43¢ 87 BEL - T} A BEHFEHT < 5) (Hint: 32+4%=52)

7. Prove the pigeonhole principle by mathematical induction.
8. Using (strong) mathematical induction to prove the following:

(a) If a; =1 and a, = 2a,—1 + 1, for n > 2, then a, =2"—1 for all n € N.
(b) If by =1 and b, :n+):l’.’:_11 bi, for n>2, then b, =2"—1 for all n € N.

Set
1. Let
A={neN|n*+5}, B={n*+5|neN},
C={neN|n*+5>35}, D={n*+5>35|neN}.

(a) Two of the expressions above describe sets. Find Them. (2 _* o83 i §_i £z
2

L2 )
(b) Write 3 elements for each of the two sets.
(c) Is one of the set a subset of the other ? Show your reasoning.
2. Let
S={neN|1<n<5}, T={neN|5<2n—-1<17},
U={2n—1|neS}, V={2n|n=1,2734}.
Calculate each of the following. (Hint: List all the elements of the set)

SNU.
(SNT)UU.
SN(TUU).
(SUT)NV.

(a
(b
(c
(d

~—_— — ~— ~—

3. Let S={xeR|2<x<9}, T={yeR|5<y<14}.
(a) Prove SNT ={zeR|5<z<9}.
(b) Write SUT and prove your answer.

4. Let A,B,C,D be sets.

(a) Prove that if A C B and C C B, then AUC C B, by showing that every element
of AUC is an element of B.

(b) Using B and D are both a subset of BUD and (a) to prove that if A C B and
C C D, then (AUC) C (BUD).
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Let C,D be sets.

(a) Which one of the following statements is equivalent to C Z D.

i. If xe C, then x ¢ D.

ii. xeCand x¢D.
iii. If there is an x € C, then x ¢ D.
iv. There is an x € C such that x € D.

(b) Using your answer for (a) to explain why @ D is wrong,.
Let A= {(x,y) €R?: x> —y?> =0} and B = {(x,y) € R?: x+y=0}. Find A\ B.
Prove that A= (ANB)U(A\B).
Which of the following is true? (Please show your reasoning.)

() (C\(B\A)) S ((C\B)\A)  (b) ((C\B)\A) C (C\ (B\A).

Suppose B\ C C A. Prove the following.

(a) B\CCA\C.

(b) If ANC CANB then (A\B)U(B\C) CA\C
Let I={ieN:i>2}and Viel, let A;={m/i:meZ}.

(a) Prove for any k €1, GAi =Q.

i=k )

(b) Is it possible to find j,k € I with j <k such that ﬂAi =Q?
i=j

Let I be the closed interval [1,2] ={re R:1<r <2}. Suppose that for every r €I,
A, is a set and A, C Ay for all r,s € I with r > 5. We know that there exist i,j €1

such that

A=A, [JAr=A4;

rel rel

Find i and j. (Please show your reasoning.)

Let A;, B; are sets with index set I. Find an example to show the following are not

always true.

(NA)U(B:) =((A:UB)),

i€l iel iel
(UA,) M (UB,') = U(A, ﬂBi).
i€l i€l i€l

Please find correct statements for them with proof.

Let A,B,C,D be sets.
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(a) Explain why (C\A) x (D\B) = ((C\A)NC) x (DN (D\B)).

(b) Use (a) to prove (C\A) x (D\B) = ((C\A) x D)N(C x (D\ B)).
(c) Use (b) to prove (C\A) x (D\B) = (Cx D)\ ((AxD)U(C xB)).
(d) Explain why (Cx D)\ (AxB)=(CxD)\ ((CxD)N(AxB)).

(e) Use (d) to prove (Cx D)\ (AxB)=(CxD)\((CxB)N(AxD)).
(f) Use (e) to prove (Cx D)\ (AxB)=(Cx (D\B))U((C\A) xD).
(

For a given set A, let T4 = {(a,S) € Ax Z(A) :a € S}.

(a) Please describe Ty, Ty, and Ty, ;) using list mehthod.

(b) Let A be a finite set of n elements, find the number of elements of T4. (you
can use the fact that #(2(A)) =2".)

(c) Let A,B be sets. Is it true that Tqnp = T4 NTp? Explain your answer.

4 Relation and Order

1.

Define a relation on R by setting x ~ y if and only if |x —y| < 1. Is this relation an
equivalence relation? Explain your answer.

Let X ={1,2,3} and suppose S C X x X is an equivalence relation on X. Suppose
further that (1,2) € S and (2,3) ¢ S. Find all the elements of S. Let X = {1,2 3}
How many different equivalence relations can we findon X (& X ¢ ¥ 2 2% %

& equivalence relation ) ?

(Hint: X ¢ partition §= X 7 equivalence relation 3 % — $— e M %))
Let (C,<) be a strict total ordered set with the following additional properties:

A: If a < b, then for every c€ C,a+c<b+c
M: If a < b and 0 < ¢, then ac < bc

(a) Prove if a <0, then 0 < —a.
(b) Prove 0 < ¢?, Ve e C.

. Let A, B be nonempty subsets of a partial order set (X, =<). Suppose that A C B.

(a) Prove that if there exists an upper bound of B, then there exists an upper
bound of A.

(b) Suppose that a and b are the least upper bound of A and B, respectively. Prove
that a < b.

Define a relation < on Z by the rule: a < b if and only if either (ab < 0) A (a < b)
or (ab>0) A (la| < |b]).

(a) Prove that (Z, <) is a strict total ordered set.



(b) Let —N be the set of negative integers. Show that 1 is the least upper bound
of —N.

(c) Prove that (Z,<) is a well ordered set (i.e. for any nonempty S C Z, the least
element of § exists).

5 Function

1.

Let f CR xR be a relation from R to R defined by

1, ifa>0;

f:{(“’b>:b_“:{ 1. ifa<o0 )

Is f a function from R to R? Show your reason.

Suppose that f: X — X is a function and consider f as a relation on X. Prove that
if f is symmetric then fo f =idy.

Let f:X =Y and g:Y — Z be functions. Suppose Vx,x' € X, y,y €Y and 7,7 € Z
we have xxx' € X, yoy' €Y and zx7 € Z. Moreover, suppose we have

flexx') = f(x)o f(x') and g(yoy') = g(y) *g(y").
Prove if (go f)(x) =z and (go f)(X') =7/, then (go f)(xxx") =zx7.

Consider the function f:{1,2,3} — {1,2,3} defined by f(1) = f(3) =2 and f(2) =3.
List all subsets A C {1,2,3} and find f(A) and f~'(A).

Suppose that f:X — X is a function and A C X. Which of the following statements
are true? FExplain each case.

(a) F(A) C FLAF  (b) f(A) C
() (A C FHA)F (d) fHA)

~

(A%)
£71(A)

N

Suppose that g: X — Y is a surjective function and B C Y.

(a) Prove that there exists A C X such that g(A) = B.
(b) Prove g(g~'(B)) =B.
(c) Suppose B' CY and B' # B. Prove g~ !'(B') # g~ '(B).

Find functions f: N — N and g : N — N such that f is not onto and yet go f is onto.

Find functions f:N — N and g: N — N such that g is not injective but go f is
injective.

Suppose that f: X — Y is a bijection and g : Y — Z is a function. Prove the following.

(a) gof is surjective if and only if g is surjective.
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(b) gof is injective if and only if g is injective.
Suppose h: X — Y is injective.
(a) For A C X, prove |A| = |h(A)|.
(b) For BCY, prove |h~!(B)| <|B|.
Suppose that A,B,C,D are nonempty sets with |[A| = |B| and |C| = |D|. Prove
|AxC|=|BxD|.
Let X be a nonempty set and Y,Z C X.

(a) Suppose Y is uncountable and Z is countable. Prove Y \ Z is uncountable.

(b) Using the fact that R is uncountable to show that the set of irrational numbers
is uncountable.

(¢) Suppose that ¥ x Z is uncountable. Prove Y or Z is uncountable.
LT neN, FEPTF ZB) ¥ on HF GRS EN X HE & L countable.
(Hint: 1% % S1,...,S, 5 countable, P] S} x---x S, 5 countable)

WM TR f{z‘*ﬁx FA N e anfk & 5 countable. (Hint: 1% % S;, Vie N is

countable, B U S; is countable)
i=1

LS Lo EHINA L 0, B ] BeEhS L A0 & 1 e BT e B
L. B&K I NoSE-BFI# T BSY~2E s=0aqaaz...q..., 8¢ iz g
ieN, NP4 g o] BBLE R [ E g &

0 1, & f(i) | #Bie % i
' 0, & f(i) | B iz 1

BEM s F A f:N— S drimage » , ¥ & HP § € uncountable.

For sets A,B, we define the set AB = {f| f: B — A is a function}. Suppose that

A1,A,,B are sets. Prove ‘(Al X Ap) ‘ ’AB XAB{ (Hint: for fi EAlf,fz EAg, define
(fi X f2) € (A1 x A2)P by setting (f1 x f2)(b) = (fi(b), f2(b)), Vb € B.)



