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## Direct Methods for LS

Solve linear systems of equations

$$
\left\{\begin{array}{c}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n}=b_{1} \\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n}=b_{2} \\
\vdots \\
a_{n 1} x_{1}+a_{n 2} x_{2}+\cdots+a_{n n} x_{n}=b_{n}
\end{array}\right.
$$

Solve linear systems of equations

$$
\left\{\begin{array}{ccc}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n} & =b_{1} \\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n} & = & b_{2} \\
\vdots & & \\
a_{n 1} x_{1}+a_{n 2} x_{2}+\cdots+a_{n n} x_{n}= & b_{n}
\end{array}\right.
$$

Rewrite in the matrix form

$$
\begin{equation*}
A x=b, \tag{1}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right], \quad b=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{n}
\end{array}\right], \quad x=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right] .
$$
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This equation has a unique solution $x=A^{-1} b$ when the coefficient matrix $A$ is nonsingular.

## Direct Methods for LS

This equation has a unique solution $x=A^{-1} b$ when the coefficient matrix $A$ is nonsingular.

Direct methods are considered in this chapter.

This equation has a unique solution $x=A^{-1} b$ when the coefficient matrix $A$ is nonsingular.

Direct methods are considered in this chapter.
Gaussian elimination is the principal tool in the direct solution of (1).

This equation has a unique solution $x=A^{-1} b$ when the coefficient matrix $A$ is nonsingular.

Direct methods are considered in this chapter.
Gaussian elimination is the principal tool in the direct solution of (1).
Use Gaussian elimination to factor the coefficient matrix into a product of matrices.

This equation has a unique solution $x=A^{-1} b$ when the coefficient matrix $A$ is nonsingular.

Direct methods are considered in this chapter.
Gaussian elimination is the principal tool in the direct solution of (1).
Use Gaussian elimination to factor the coefficient matrix into a product of matrices. The factorization is called $L U$-factorization

This equation has a unique solution $x=A^{-1} b$ when the coefficient matrix $A$ is nonsingular.

Direct methods are considered in this chapter.
Gaussian elimination is the principal tool in the direct solution of (1).
Use Gaussian elimination to factor the coefficient matrix into a product of matrices. The factorization is called $L U$-factorization and has the form $A=L U$,

This equation has a unique solution $x=A^{-1} b$ when the coefficient matrix $A$ is nonsingular.

Direct methods are considered in this chapter.
Gaussian elimination is the principal tool in the direct solution of (1).
Use Gaussian elimination to factor the coefficient matrix into a product of matrices. The factorization is called $L U$-factorization and has the form $A=L U$, where $L$ is unit lower triangular and $U$ is upper triangular.
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## 1 - Triangular Systems

Let

$$
A=\left[\begin{array}{cccc}
a_{11} & 0 & \cdots & 0 \\
0 & a_{22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & a_{n n}
\end{array}\right]
$$

Provided that all $a_{i i} \neq 0$, then

$$
x=\left[\begin{array}{llll}
x_{1} & x_{2} & \cdots & x_{n}
\end{array}\right]^{T}=\left[\begin{array}{llll}
b_{1} / a_{11} & b_{2} / a_{22} & \cdots & b_{n} / a_{n n}
\end{array}\right]^{T} .
$$

If $a_{i i}=0$ and $b_{i}=0$ for some index $i$, then $x_{i}$ can be any real number.
If $a_{i i}=0$ but $b_{i} \neq 0$, no solution of the system exists.
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where all diagonals $\ell_{i i} \neq 0, x_{i}$ can be obtained by the following procedure

$$
\begin{aligned}
x_{1} & =b_{1} / \ell_{11} \\
x_{2} & =\left(b_{2}-\ell_{21} x_{1}\right) / \ell_{22} \\
x_{3} & =\left(b_{3}-\ell_{31} x_{1}-\ell_{32} x_{2}\right) / \ell_{33} \\
& \vdots \\
x_{n} & =\left(b_{n}-\ell_{n 1} x_{1}-\ell_{n 2} x_{2}-\cdots-\ell_{n, n-1} x_{n-1}\right) / \ell_{n n}
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$$

The general formulation for computing $x_{i}$ is

The general formulation for computing $x_{i}$ is

$$
x_{i}=\left(b_{i}-\sum_{j=1}^{i-1} \ell_{i j} x_{j}\right) / \ell_{i i}, \quad i=1,2, \ldots, n
$$

The general formulation for computing $x_{i}$ is

$$
x_{i}=\left(b_{i}-\sum_{j=1}^{i-1} \ell_{i j} x_{j}\right) / \ell_{i i}, \quad i=1,2, \ldots, n
$$

Algorithm 1 (Forward Substitution) Suppose that $L \in \mathbb{R}^{n \times n}$ is nonsingular lower triangular and $b \in \mathbb{R}^{n}$. This algorithm computes the solution of $L x=b$.

The general formulation for computing $x_{i}$ is

$$
x_{i}=\left(b_{i}-\sum_{j=1}^{i-1} \ell_{i j} x_{j}\right) / \ell_{i i}, \quad i=1,2, \ldots, n
$$

Algorithm 1 (Forward Substitution) Suppose that $L \in \mathbb{R}^{n \times n}$ is nonsingular lower triangular and $b \in \mathbb{R}^{n}$. This algorithm computes the solution of $L x=b$.

$$
\text { For } i=1, \ldots, n
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The general formulation for computing $x_{i}$ is

$$
x_{i}=\left(b_{i}-\sum_{j=1}^{i-1} \ell_{i j} x_{j}\right) / \ell_{i i}, \quad i=1,2, \ldots, n
$$

Algorithm 1 (Forward Substitution) Suppose that $L \in \mathbb{R}^{n \times n}$ is nonsingular lower triangular and $b \in \mathbb{R}^{n}$. This algorithm computes the solution of $L x=b$.

$$
\begin{gathered}
\text { For } i=1, \ldots, n \\
t m p=0
\end{gathered}
$$

The general formulation for computing $x_{i}$ is

$$
x_{i}=\left(b_{i}-\sum_{j=1}^{i-1} \ell_{i j} x_{j}\right) / \ell_{i i}, \quad i=1,2, \ldots, n
$$

Algorithm 1 (Forward Substitution) Suppose that $L \in \mathbb{R}^{n \times n}$ is nonsingular lower triangular and $b \in \mathbb{R}^{n}$. This algorithm computes the solution of $L x=b$.

$$
\begin{aligned}
& \text { For } i=1, \ldots, n \\
& \qquad \begin{array}{l}
\text { tmp }=0 \\
\text { For } j=1, \ldots, i-1
\end{array}
\end{aligned}
$$

The general formulation for computing $x_{i}$ is

$$
x_{i}=\left(b_{i}-\sum_{j=1}^{i-1} \ell_{i j} x_{j}\right) / \ell_{i i}, \quad i=1,2, \ldots, n
$$

Algorithm 1 (Forward Substitution) Suppose that $L \in \mathbb{R}^{n \times n}$ is nonsingular lower triangular and $b \in \mathbb{R}^{n}$. This algorithm computes the solution of $L x=b$.

$$
\begin{aligned}
& \text { For } i=1, \ldots, n \\
& \qquad \begin{array}{l}
\text { tmp }=0 \\
\text { For } j=1, \ldots, i-1 \\
\quad t m p=t m p+L(i, j) * x(j)
\end{array}
\end{aligned}
$$

The general formulation for computing $x_{i}$ is

$$
x_{i}=\left(b_{i}-\sum_{j=1}^{i-1} \ell_{i j} x_{j}\right) / \ell_{i i}, \quad i=1,2, \ldots, n
$$

Algorithm 1 (Forward Substitution) Suppose that $L \in \mathbb{R}^{n \times n}$ is nonsingular lower triangular and $b \in \mathbb{R}^{n}$. This algorithm computes the solution of $L x=b$.

$$
\begin{aligned}
& \text { For } i=1, \ldots, n \\
& \qquad \begin{array}{l}
\text { tmp }=0 \\
\text { For } j=1, \ldots, i-1 \\
\quad \operatorname{tmp}=t m p+L(i, j) * x(j)
\end{array}
\end{aligned}
$$

End for

The general formulation for computing $x_{i}$ is

$$
x_{i}=\left(b_{i}-\sum_{j=1}^{i-1} \ell_{i j} x_{j}\right) / \ell_{i i}, \quad i=1,2, \ldots, n
$$

Algorithm 1 (Forward Substitution) Suppose that $L \in \mathbb{R}^{n \times n}$ is nonsingular lower triangular and $b \in \mathbb{R}^{n}$. This algorithm computes the solution of $L x=b$.

$$
\begin{aligned}
& \text { For } i=1, \ldots, n \\
& \qquad \begin{array}{l}
\operatorname{tmp}=0 \\
\text { For } j=1, \ldots, i-1 \\
\quad t m p=t m p+L(i, j) * x(j) \\
\text { End for } \\
x(i)=(b(i)-t m p) / L(i, i)
\end{array}
\end{aligned}
$$

The general formulation for computing $x_{i}$ is

$$
x_{i}=\left(b_{i}-\sum_{j=1}^{i-1} \ell_{i j} x_{j}\right) / \ell_{i i}, \quad i=1,2, \ldots, n
$$

Algorithm 1 (Forward Substitution) Suppose that $L \in \mathbb{R}^{n \times n}$ is nonsingular lower triangular and $b \in \mathbb{R}^{n}$. This algorithm computes the solution of $L x=b$.

```
For \(i=1, \ldots, n\)
    \(t m p=0\)
    For \(j=1, \ldots, i-1\)
        \(t m p=t m p+L(i, j) * x(j)\)
    End for
    \(x(i)=(b(i)-t m p) / L(i, i)\)
    End for
```

The number of floating-point operations, flops, involved in the forward substitution are

The number of floating-point operations, flops, involved in the forward substitution are

$$
\sum_{i=1}^{n}[2(i-1)+2]=n^{2}+n
$$

The number of floating-point operations, flops, involved in the forward substitution are

$$
\sum_{i=1}^{n}[2(i-1)+2]=n^{2}+n
$$

Hence the forward substitution algorithm is an $O\left(n^{2}\right)$ algorithm.
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& \quad t m p=t m p+U(i, j) * x(j)
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End for
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End for

The general formulation is

$$
x_{i}=\left(b_{i}-\sum_{j=i+1}^{n} u_{i j} x_{j}\right) / u_{i i}, \quad i=n, n-1, \ldots, 1
$$

Algorithm 2 (Back Substitution) Suppose that $U \in \mathbb{R}^{n \times n}$ is nonsingular upper triangular and $b \in \mathbb{R}^{n}$. This algorithm computes the solution of $U x=b$.
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\begin{aligned}
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Back substitution requires $n^{2}+O(n)$ flops.
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## 2 - Gaussian Elimination and LU Factorization

In this section we will derive an algorithm that computes a matrix factorization called $L U$ factorization such that $A=L U$, where $L$ is unit lower triangular and $U$ is upper triangular. The solution to the original problem $A x=L U x=b$ is then found by a two-step triangular solve process:

$$
\begin{equation*}
L y=b, \quad U x=y \tag{2}
\end{equation*}
$$

## Direct Methods for LS

Three types of elementary row operations for a system of linear equations:

## Direct Methods for LS

Three types of elementary row operations for a system of linear equations:

1. Interchange two equations in the system (or equivalently, interchange two rows in $A$ ):

$$
\mathcal{E}_{i} \leftrightarrow \mathcal{E}_{j} ;
$$

Here $\mathcal{E}_{i}$ denotes the $i$-th equation in the system.

## Direct Methods for LS

Three types of elementary row operations for a system of linear equations:

1. Interchange two equations in the system (or equivalently, interchange two rows in $A$ ):

$$
\mathcal{E}_{i} \leftrightarrow \mathcal{E}_{j} ;
$$

Here $\mathcal{E}_{i}$ denotes the $i$-th equation in the system.
2. Multiply an equation by a non-zero constant (multiply one row of $A$ by a non-zero constant):

$$
\mathcal{E}_{i} \leftarrow \lambda \mathcal{E}_{i} .
$$

## Direct Methods for LS

Three types of elementary row operations for a system of linear equations:
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$$
\mathcal{E}_{i} \leftrightarrow \mathcal{E}_{j} ;
$$

Here $\mathcal{E}_{i}$ denotes the $i$-th equation in the system.
2. Multiply an equation by a non-zero constant (multiply one row of $A$ by a non-zero constant):

$$
\mathcal{E}_{i} \leftarrow \lambda \mathcal{E}_{i} .
$$

3. Add to an equation a multiple of some other equation (add to a row a multiple of some other row):

$$
\mathcal{E}_{i} \leftarrow \mathcal{E}_{i}+\lambda \mathcal{E}_{j} .
$$
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The first step in the Gaussian elimination process: for each $i=2,3, \ldots, n$,

$$
\begin{equation*}
\mathcal{E}_{i} \leftarrow\left(\mathcal{E}_{i}-m_{i, 1} \mathcal{E}_{1}\right), \quad \text { where } \quad m_{i, 1}=\frac{a_{i 1}}{a_{11}} \tag{3}
\end{equation*}
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$\Rightarrow$ Transform all the entries in the first column below the diagonal are zero. For example,

$$
A_{1} \equiv\left[\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
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Then the process is repeated on the resulting equations $\mathcal{E}_{2}, \ldots, \mathcal{E}_{n}$, and so on.

$$
A_{2}=\left[\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
0 & \tilde{a}_{22} & \tilde{a}_{23} \\
0 & \tilde{a}_{32} & \tilde{a}_{33}
\end{array}\right] \Rightarrow A_{3} \equiv\left[\begin{array}{ccc}
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0 & 0 & \hat{a}_{33}
\end{array}\right]
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$A_{3}$ is upper triangular.
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The process of Gaussian elimination result in a sequence of matrices as follows:

$$
A=A^{(1)} \rightarrow A^{(2)} \rightarrow \cdots \rightarrow A^{(n)}=\text { upper triangular matrix, }
$$

The matrix $A^{(k)}$ has the following form:
$A^{(k)}=\left[\begin{array}{lll|l|llll}a_{11}^{(k)} & \cdots & a_{1, k-1}^{(k)} & a_{1 k}^{(k)} & \cdots & a_{1 j}^{(k)} & \cdots & a_{1 n}^{(k)} \\ \vdots & \ddots & \vdots & \vdots & & \vdots & & \vdots \\ 0 & \cdots & a_{k-1, k-1}^{(k)} & a_{k-1, k}^{(k)} & \cdots & a_{k-1, j}^{(k)} & \cdots & a_{k-1, n}^{(k)} \\ \hline 0 & \cdots & 0 & a_{k k}^{(k)} & \cdots & a_{k j}^{(k)} & \cdots & a_{k n}^{(k)} \\ \hline \vdots & & \vdots & \vdots & & \vdots & & \vdots \\ 0 & \cdots & 0 & a_{i k}^{(k)} & \cdots & a_{i j}^{(k)} & \cdots & a_{i n}^{(k)} \\ \vdots & & \vdots & \vdots & & \vdots & & \vdots \\ 0 & \cdots & 0 & a_{n k}^{(k)} & \cdots & a_{n j}^{(k)} & \cdots & a_{n n}^{(k)}\end{array}\right]$
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In the $k$-th step,
$a_{k k}^{(k)}$ is used as a pivot element
Elementary operations are applied to rows $k+1$ through $n$ so that zeros are produced in column $k$ below the diagonal.

That is, $A^{(k+1)}$ is obtained from $A^{(k)}$ in which
$a_{k+1, k}^{(k+1)}, \cdots, a_{n k}^{(k+1)}$ are zero
row $k+1$ through $n$ are modified
row 1 through row $k$ are unchanged.

## Direct Methods for LS

More precisely, the entries of $A^{(k+1)}$ are produced by the formula

More precisely, the entries of $A^{(k+1)}$ are produced by the formula

$$
a_{i j}^{(k+1)}= \begin{cases}a_{i j}^{(k)}, & \text { for } i=1, \ldots, k, \text { and } j=1, \ldots, n  \tag{4}\\ 0, & \text { for } i=k+1, \ldots, n, \text { and } j=1, \ldots, k \\ a_{i j}^{(k)}-\frac{a_{i k}^{(k)}}{a_{k k}^{(k)}} \times a_{k j}^{(k)}, & \text { for } i=k+1, \ldots, n, \text { and } j=k+1, \ldots, n\end{cases}
$$

More precisely, the entries of $A^{(k+1)}$ are produced by the formula

$$
a_{i j}^{(k+1)}= \begin{cases}a_{i j}^{(k)}, & \text { for } i=1, \ldots, k, \text { and } j=1, \ldots, n  \tag{4}\\ 0, & \text { for } i=k+1, \ldots, n, \text { and } j=1, \ldots, k \\ a_{i j}^{(k)}-\frac{a_{i k}^{(k)}}{a_{k k}^{(k)}} \times a_{k j}^{(k)}, & \text { for } i=k+1, \ldots, n, \text { and } j=k+1, \ldots, n\end{cases}
$$

Let $L=\left[\ell_{i k}\right]$ with

$$
\ell_{i k}= \begin{cases}0, & \text { if } i<k  \tag{5}\\ 1, & \text { if } i=k \\ \frac{a_{i k}^{(k)}}{a_{k k}^{(k)}}, & \text { if } i>k\end{cases}
$$

More precisely, the entries of $A^{(k+1)}$ are produced by the formula

$$
a_{i j}^{(k+1)}= \begin{cases}a_{i j}^{(k)}, & \text { for } i=1, \ldots, k, \text { and } j=1, \ldots, n  \tag{4}\\ 0, & \text { for } i=k+1, \ldots, n, \text { and } j=1, \ldots, k \\ a_{i j}^{(k)}-\frac{a_{i k}^{(k)}}{a_{k k}^{(k)}} \times a_{k j}^{(k)}, & \text { for } i=k+1, \ldots, n, \text { and } j=k+1, \ldots, n\end{cases}
$$

Let $L=\left[\ell_{i k}\right]$ with

$$
\ell_{i k}= \begin{cases}0, & \text { if } i<k  \tag{5}\\ 1, & \text { if } i=k \\ \frac{a_{i k}^{(k)}}{a_{k k}^{(k)}}, & \text { if } i>k\end{cases}
$$

and $U=A^{(n)}$,

More precisely, the entries of $A^{(k+1)}$ are produced by the formula

$$
a_{i j}^{(k+1)}= \begin{cases}a_{i j}^{(k)}, & \text { for } i=1, \ldots, k, \text { and } j=1, \ldots, n  \tag{4}\\ 0, & \text { for } i=k+1, \ldots, n, \text { and } j=1, \ldots, k \\ a_{i j}^{(k)}-\frac{a_{i k}^{(k)}}{a_{k k}^{(k)}} \times a_{k j}^{(k)}, & \text { for } i=k+1, \ldots, n, \text { and } j=k+1, \ldots, n\end{cases}
$$

Let $L=\left[\ell_{i k}\right]$ with

$$
\ell_{i k}= \begin{cases}0, & \text { if } i<k  \tag{5}\\ 1, & \text { if } i=k \\ \frac{a_{i k}^{(k)}}{a_{k k}^{(k)}}, & \text { if } i>k\end{cases}
$$

and $U=A^{(n)}$, then $L$ is unit lower triangular, $U$ is upper triangular,

More precisely, the entries of $A^{(k+1)}$ are produced by the formula
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and $U=A^{(n)}$, then $L$ is unit lower triangular, $U$ is upper triangular, and later we shall show that $A=L U$.

## Direct Methods for LS

## Direct Methods for LS

Algorithm 3 (Gaussian elimination) Given $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^{n}$, this algorithm implements the Gaussian elimination procedure to reduce $A$ to upper triangular and modify the entries of $b$ accordingly.

## Direct Methods for LS

Algorithm 3 (Gaussian elimination) Given $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^{n}$, this algorithm implements the Gaussian elimination procedure to reduce $A$ to upper triangular and modify the entries of $b$ accordingly.


## Direct Methods for LS

Algorithm 3 (Gaussian elimination) Given $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^{n}$, this algorithm implements the Gaussian elimination procedure to reduce $A$ to upper triangular and modify the entries of $b$ accordingly.

$$
\begin{aligned}
& \text { For } k=1, \ldots, n-1 \\
& \quad \text { For } i=k+1, \ldots, n
\end{aligned}
$$

## Direct Methods for LS

Algorithm 3 (Gaussian elimination) Given $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^{n}$, this algorithm implements the Gaussian elimination procedure to reduce $A$ to upper triangular and modify the entries of $b$ accordingly.

$$
\begin{aligned}
& \text { For } k=1, \ldots, n-1 \\
& \qquad \begin{aligned}
\text { For } i & =k+1, \ldots, n \\
t & =A(i, k) / A(k, k)
\end{aligned}
\end{aligned}
$$

## Direct Methods for LS

Algorithm 3 (Gaussian elimination) Given $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^{n}$, this algorithm implements the Gaussian elimination procedure to reduce $A$ to upper triangular and modify the entries of $b$ accordingly.

$$
\begin{aligned}
& \text { For } k=1, \ldots, n-1 \\
& \qquad \begin{array}{c}
\text { For } i=k+1, \ldots, n \\
t=A(i, k) / A(k, k) \\
A(i, k)=0
\end{array}
\end{aligned}
$$

## Direct Methods for LS

Algorithm 3 (Gaussian elimination) Given $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^{n}$, this algorithm implements the Gaussian elimination procedure to reduce $A$ to upper triangular and modify the entries of $b$ accordingly.

$$
\begin{aligned}
& \text { For } k=1, \ldots, n-1 \\
& \qquad \begin{array}{l}
\text { For } i=k+1, \ldots, n \\
t=A(i, k) / A(k, k) \\
A(i, k)=0 \\
b(i)=b(i)-t \times b(k)
\end{array}
\end{aligned}
$$

## Direct Methods for LS

Algorithm 3 (Gaussian elimination) Given $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^{n}$, this algorithm implements the Gaussian elimination procedure to reduce $A$ to upper triangular and modify the entries of $b$ accordingly.

$$
\begin{aligned}
& \text { For } k=1, \ldots, n-1 \\
& \qquad \begin{array}{l}
\text { For } i=k+1, \ldots, n \\
t=A(i, k) / A(k, k) \\
A(i, k)=0 \\
b(i)=b(i)-t \times b(k) \\
\text { For } j=k+1, \ldots, n
\end{array}
\end{aligned}
$$

## Direct Methods for LS

Algorithm 3 (Gaussian elimination) Given $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^{n}$, this algorithm implements the Gaussian elimination procedure to reduce $A$ to upper triangular and modify the entries of $b$ accordingly.

$$
\begin{aligned}
& \text { For } k=1, \ldots, n-1 \\
& \qquad \begin{array}{l}
\text { For } i=k+1, \ldots, n \\
\quad t=A(i, k) / A(k, k) \\
A(i, k)=0 \\
b(i)=b(i)-t \times b(k) \\
\text { For } j=k+1, \ldots, n \\
\quad A(i, j)=A(i, j)-t \times A(k, j)
\end{array}
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Algorithm 3 (Gaussian elimination) Given $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^{n}$, this algorithm implements the Gaussian elimination procedure to reduce $A$ to upper triangular and modify the entries of $b$ accordingly.

$$
\begin{aligned}
& \text { For } k=1, \ldots, n-1 \\
& \qquad \begin{array}{l}
\text { For } i=k+1, \ldots, n \\
\quad t=A(i, k) / A(k, k) \\
\quad b(i)=b(i)-t \times b(k) \\
\text { For } j=k+1, \ldots, n \\
\quad A(i, j)=A(i, j)-t \times A(k, j) \\
\quad \text { End for }
\end{array} \\
& \text { End for } \\
& \text { End for }
\end{aligned}
$$

## Direct Methods for LS

## Direct Methods for LS

Example 1 Solve system of linear equations.

$$
\left[\begin{array}{rrrr}
6 & -2 & 2 & 4 \\
12 & -8 & 6 & 10 \\
3 & -13 & 9 & 3 \\
-6 & 4 & 1 & -18
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=\left[\begin{array}{r}
12 \\
34 \\
27 \\
-38
\end{array}\right]
$$

Solution:

Example 1 Solve system of linear equations.

$$
\left[\begin{array}{rrrr}
6 & -2 & 2 & 4 \\
12 & -8 & 6 & 10 \\
3 & -13 & 9 & 3 \\
-6 & 4 & 1 & -18
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=\left[\begin{array}{r}
12 \\
34 \\
27 \\
-38
\end{array}\right]
$$

Solution:
$1^{\text {st }}$ step Use 6 as pivot element, the first row as pivot row, and multipliers $2, \frac{1}{2},-1$ are produced to reduce the system to

$$
\left[\begin{array}{rrrr}
6 & -2 & 2 & 4 \\
0 & -4 & 2 & 2 \\
0 & -12 & 8 & 1 \\
0 & 2 & 3 & -14
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=\left[\begin{array}{r}
12 \\
10 \\
21 \\
-26
\end{array}\right]
$$

$2^{\text {nd }}$ step Use -4 as pivot element, the second row as pivot row, and multipliers $3,-\frac{1}{2}$ are computed to reduce the system to

$$
\left[\begin{array}{rrrr}
6 & -2 & 2 & 4 \\
0 & -4 & 2 & 2 \\
0 & 0 & 2 & -5 \\
0 & 0 & 4 & -13
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=\left[\begin{array}{r}
12 \\
10 \\
-9 \\
-21
\end{array}\right]
$$
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$2^{\text {nd }}$ step Use -4 as pivot element, the second row as pivot row, and multipliers $3,-\frac{1}{2}$ are computed to reduce the system to

$$
\left[\begin{array}{rrrr}
6 & -2 & 2 & 4 \\
0 & -4 & 2 & 2 \\
0 & 0 & 2 & -5 \\
0 & 0 & 4 & -13
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=\left[\begin{array}{r}
12 \\
10 \\
-9 \\
-21
\end{array}\right]
$$

$3^{r d}$ step Use 2 as pivot element, the third row as pivot row, and multipliers 2 is found to reduce the system to

$$
\left[\begin{array}{rrrr}
6 & -2 & 2 & 4 \\
0 & -4 & 2 & 2 \\
0 & 0 & 2 & -5 \\
0 & 0 & 0 & -3
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=\left[\begin{array}{c}
12 \\
10 \\
-9 \\
-3
\end{array}\right]
$$

Collect all the multipliers and let

$$
L=\left[\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
2 & 1 & 0 & 0 \\
\frac{1}{2} & 3 & 1 & 0 \\
-1 & -\frac{1}{2} & 2 & 1
\end{array}\right] \text { and } U=\left[\begin{array}{rrrr}
6 & -2 & 2 & 4 \\
0 & -4 & 2 & 2 \\
0 & 0 & 2 & -5 \\
0 & 0 & 0 & -3
\end{array}\right]
$$

then one can verify that $L U=A$.
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For a given vector $v \in \mathbb{R}^{n}$ with $v_{k} \neq 0$ for some $1 \leq k \leq n$, let

$$
\begin{aligned}
& \ell_{i k}=\frac{v_{i}}{v_{k}}, \quad i=k+1, \ldots, n \\
& l_{k}=\left[\begin{array}{llllll}
0 & \cdots & 0 & \ell_{k+1, k} & \cdots & \ell_{n, k}
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## 2.2 - Gaussian Transformation and LU Factorization

For a given vector $v \in \mathbb{R}^{n}$ with $v_{k} \neq 0$ for some $1 \leq k \leq n$, let

$$
\begin{aligned}
& \ell_{i k}=\frac{v_{i}}{v_{k}}, \quad i=k+1, \ldots, n \\
& l_{k}=\left[\begin{array}{llllll}
0 & \cdots & 0 & \ell_{k+1, k} & \cdots & \ell_{n, k}
\end{array}\right]^{T}
\end{aligned}
$$

and

$$
M_{k}=I-l_{k} e_{k}^{T}=\left[\begin{array}{cccccc}
1 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & & \vdots \\
0 & \cdots & 1 & 0 & \cdots & 0 \\
0 & \cdots & -\ell_{k+1, k} & 1 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & -\ell_{n, k} & 0 & \cdots & 1
\end{array}\right]
$$
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Then one can verify that

$$
M_{k} v=\left[\begin{array}{llllll}
v_{1} & \cdots & v_{k} & 0 & \cdots & 0
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Then one can verify that

$$
M_{k} v=\left[\begin{array}{llllll}
v_{1} & \cdots & v_{k} & 0 & \cdots & 0
\end{array}\right]^{T} .
$$

$M_{k}$ is called a Gaussian transformation, the vector $l_{k}$ a Gauss vector.

Then one can verify that

$$
M_{k} v=\left[\begin{array}{llllll}
v_{1} & \cdots & v_{k} & 0 & \cdots & 0
\end{array}\right]^{T}
$$

$M_{k}$ is called a Gaussian transformation, the vector $l_{k}$ a Gauss vector. Furthermore, one can verify that

$$
M_{k}^{-1}=\left(I-l_{k} e_{k}^{T}\right)^{-1}=I+l_{k} e_{k}^{T}=\left[\begin{array}{cccccc}
1 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & & \vdots \\
0 & \cdots & 1 & 0 & \cdots & 0 \\
0 & \cdots & \ell_{k+1, k} & 1 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \ell_{n, k} & 0 & \cdots & 1
\end{array}\right]
$$
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Given a nonsingular matrix $A \in \mathbb{R}^{n \times n}$, denote $A^{(1)} \equiv\left[a_{i j}^{(1)}\right]=A$.
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where
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Given a nonsingular matrix $A \in \mathbb{R}^{n \times n}$, denote $A^{(1)} \equiv\left[a_{i j}^{(1)}\right]=A$. If $a_{11}^{(1)} \neq 0$, then

$$
M_{1}=I-l_{1} e_{1}^{T}
$$

where

$$
l_{1}=\left[\begin{array}{llll}
0 & \ell_{21} & \cdots & \ell_{n 1}
\end{array}\right]^{T}, \quad \ell_{i 1}=\frac{a_{i 1}^{(1)}}{a_{11}^{(1)}}, i=2, \ldots, n
$$

can be formed such that

$$
A^{(2)}=M_{1} A^{(1)}=\left[\begin{array}{cccc}
a_{11}^{(2)} & a_{12}^{(2)} & \cdots & a_{1 n}^{(2)} \\
0 & a_{22}^{(2)} & \cdots & a_{2 n}^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
0 & a_{n 2}^{(2)} & \cdots & a_{n n}^{(2)}
\end{array}\right]
$$

Given a nonsingular matrix $A \in \mathbb{R}^{n \times n}$, denote $A^{(1)} \equiv\left[a_{i j}^{(1)}\right]=A$. If $a_{11}^{(1)} \neq 0$, then

$$
M_{1}=I-l_{1} e_{1}^{T}
$$

where

$$
l_{1}=\left[\begin{array}{llll}
0 & \ell_{21} & \cdots & \ell_{n 1}
\end{array}\right]^{T}, \quad \ell_{i 1}=\frac{a_{i 1}^{(1)}}{a_{11}^{(1)}}, i=2, \ldots, n
$$

can be formed such that

$$
A^{(2)}=M_{1} A^{(1)}=\left[\begin{array}{cccc}
a_{11}^{(2)} & a_{12}^{(2)} & \cdots & a_{1 n}^{(2)} \\
0 & a_{22}^{(2)} & \cdots & a_{2 n}^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
0 & a_{n 2}^{(2)} & \cdots & a_{n n}^{(2)}
\end{array}\right]
$$

where

$$
a_{i j}^{(2)}= \begin{cases}a_{i j}^{(1)}, & \text { for } i=1 \text { and } j=1, \ldots, n ; \\ a_{i j}^{(1)}-\ell_{i 1} \times a_{1 j}^{(1)}, & \text { for } i=2, \ldots, n \text { and } j=2, \ldots, n\end{cases}
$$

## Direct Methods for LS

In general, at the $k$-th step, we are confronted with a matrix
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## Direct Methods for LS

In general, at the $k$-th step, we are confronted with a matrix

$$
\begin{aligned}
A^{(k)} & =M_{k-1} \cdots M_{2} M_{1} A^{(1)} \\
& =\left[\begin{array}{cccc|ccc}
a_{11}^{(k)} & a_{12}^{(k)} & \cdots & a_{1, k-1}^{(k)} & a_{1 k}^{(k)} & \cdots & a_{1 n}^{(k)} \\
0 & a_{22}^{(k)} & \cdots & a_{2, k-1}^{(k)} & a_{2 k}^{(k)} & \cdots & a_{2 n}^{(k)} \\
\vdots & \vdots & \ddots & \vdots & \vdots & & \vdots \\
0 & 0 & \cdots & a_{k-1, k-1}^{(k)} & a_{k-1, k}^{(k)} & \cdots & a_{k-1, n}^{(k)} \\
\hline 0 & 0 & \cdots & 0 & a_{k k}^{(k)} & \cdots & a_{k n}^{(k)} \\
\vdots & \vdots & & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & a_{k n}^{(k)} & \cdots & a_{n n}^{(k)}
\end{array}\right]
\end{aligned}
$$
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$$
\begin{aligned}
A^{(k)} & =M_{k-1} \cdots M_{2} M_{1} A^{(1)} \\
& =\left[\begin{array}{cccc|ccc}
a_{11}^{(k)} & a_{12}^{(k)} & \cdots & a_{1, k-1}^{(k)} & a_{1 k}^{(k)} & \cdots & a_{1 n}^{(k)} \\
0 & a_{22}^{(k)} & \cdots & a_{2, k-1}^{(k)} & a_{2 k}^{(k)} & \cdots & a_{2 n}^{(k)} \\
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If the pivot $a_{k k}^{(k)} \neq 0$,
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In general, at the $k$-th step, we are confronted with a matrix

$$
\begin{aligned}
A^{(k)} & =M_{k-1} \cdots M_{2} M_{1} A^{(1)} \\
& =\left[\begin{array}{cccc|ccc}
a_{11}^{(k)} & a_{12}^{(k)} & \cdots & a_{1, k-1}^{(k)} & a_{1 k}^{(k)} & \cdots & a_{1 n}^{(k)} \\
0 & a_{22}^{(k)} & \cdots & a_{2, k-1}^{(k)} & a_{2 k}^{(k)} & \cdots & a_{2 n}^{(k)} \\
\vdots & \vdots & \ddots & \vdots & \vdots & & \vdots \\
0 & 0 & \cdots & a_{k-1, k-1}^{(k)} & a_{k-1, k}^{(k)} & \cdots & a_{k-1, n}^{(k)} \\
\hline 0 & 0 & \cdots & 0 & a_{k k}^{(k)} & \cdots & a_{k n}^{(k)} \\
\vdots & \vdots & & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & a_{k n}^{(k)} & \cdots & a_{n n}^{(k)}
\end{array}\right]
\end{aligned}
$$

If the pivot $a_{k k}^{(k)} \neq 0$, then the multipliers

$$
\ell_{i k}=\frac{a_{i k}^{(k)}}{a_{k k}^{(k)}}, \quad i=k+1, \ldots, n
$$
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can be computed and the Gaussian transformation

$$
M_{k}=I-l_{k} e_{k}^{T}, \quad \text { where } \quad l_{k}=\left[\begin{array}{llllll}
0 & \cdots & 0 & \ell_{k+1, k} & \cdots & \ell_{n k}
\end{array}\right]
$$

can be applied to the left of $A^{(k)}$ to obtain

$$
\begin{aligned}
& A^{(k+1)}=M_{k} A^{(k)} \\
& =\left[\begin{array}{cccc|cccc}
a_{11}^{(k+1)} & a_{12}^{(k+1)} & \cdots & a_{1, k-1}^{(k+1)} & a_{1 k}^{(k+1)} & a_{1, k+1}^{(k+1)} & \cdots & a_{1 n}^{(k+1)} \\
0 & a_{22}^{(k+1)} & \cdots & a_{2, k-1}^{(k+1)} & a_{2 k}^{(k+1)} & a_{2, k+1}^{(k+1)} & \cdots & a_{2 n}^{(k+1)} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & & \vdots \\
0 & 0 & \cdots & a_{k-1, k-1}^{(k+1)} & a_{k-1, k}^{(k+1)} & a_{k-1, k+1}^{(k+1)} & \cdots & a_{k-1, n}^{(k+1)} \\
\hline 0 & 0 & \cdots & 0 & a_{k k}^{(k+1)} & a_{k, k+1}^{(k+1)} & \cdots & a_{k n}^{(k+1)} \\
\vdots & \vdots & & \vdots & 0 & a_{k+1, k+1}^{(k+1)} & \cdots & \vdots \\
\vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & 0 & \cdots & 0 & 0 & a_{n, k+1}^{(k+1)} & \cdots & a_{n n}^{(k+1)}
\end{array}\right],
\end{aligned}
$$
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in which

$$
a_{i j}^{(k+1)}= \begin{cases}a_{i j}^{(k)}, & \text { for } i=1, \ldots, k, j=1, \ldots, n \\ 0, & \text { for } i=k+1, \ldots, n, j=k \\ a_{i j}^{(k)}-\ell_{i k} a_{k j}^{(k)}, & \text { for } i=k+1, \ldots, n, j=k+1, \ldots, n\end{cases}
$$

Upon the completion,

$$
U \equiv A^{(n)}=M_{n-1} \cdots M_{2} M_{1} A
$$

is upper triangular.
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is unit lower triangular. This matrix factorization is called the $L U$-factorization of $A$.
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For \(k=1, \ldots, n-1\)
    For \(i=k+1, \ldots, n\)
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End for
End for
End for
This algorithm requires

$$
\sum_{k=1}^{n-1} \sum_{i=k+1}^{n} 2(n-k)=\frac{2}{3} n^{3}-\frac{1}{2} n^{2}+\frac{1}{3} n \text { flops. }
$$

## 2.3 - Existence and Uniqueness of LU Factorization

Definition 1 (Leading principal minor) Let $A$ be an $n \times n$ matrix. The upper left $k \times k$ submatrix, denoted as

$$
A_{k}=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 k} \\
a_{21} & a_{22} & \cdots & a_{2 k} \\
\vdots & \vdots & \ddots & \vdots \\
a_{k 1} & a_{k 2} & \cdots & a_{k k}
\end{array}\right]
$$

is called the leading $k \times k$ principal submatrix, and the determinant of $A_{k}$, $\operatorname{det}\left(A_{k}\right)$, is called the leading principal minor.
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Theorem 1 If all leading principal minor of $A \in \mathbb{R}^{n \times n}$ are nonzero, that is, all leading principal submatrices are nonsingular, then $A$ has an $L U$-factorization.

Proof: Proof by mathematical induction.
(i) $n=1, A_{1}=\left[a_{11}\right]$ is nonsingular, then $a_{11} \neq 0$. Let $L_{1}=[1]$ and $U_{1}=\left[a_{11}\right]$. Then $A_{1}=L_{1} U_{1}$. The theorem holds.
(ii) Assume that the leading principal submatrices $A_{1}, \ldots, A_{k}$ are nonsingular and $A_{k}$ has an LU-factorization $A_{k}=L_{k} U_{k}$, where $L_{k}$ is unit lower triangular and $U_{k}$ is upper triangular.
(iii) Show that there exist an unit lower triangular matrix $L_{k+1}$ and an upper triangular matrix $U_{k+1}$ such that $A_{k+1}=L_{k+1} U_{k+1}$.
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Write

$$
A_{k+1}=\left[\begin{array}{cc}
A_{k} & v_{k} \\
w_{k}^{T} & a_{k+1, k+1}
\end{array}\right]
$$

where

$$
v_{k}=\left[\begin{array}{c}
a_{1, k+1} \\
a_{2, k+1} \\
\vdots \\
a_{k, k+1}
\end{array}\right] \quad \text { and } \quad w_{k}=\left[\begin{array}{c}
a_{k+1,1} \\
a_{k+1,2} \\
\vdots \\
a_{k+1, k}
\end{array}\right] .
$$

Since $A_{k}$ is nonsingular, both $L_{k}$ and $U_{k}$ are nonsingular.
$\Rightarrow L_{k} y_{k}=v_{k}$ has a unique solution $y_{k} \in \mathbb{R}^{k}$, and $z^{t} U_{k}=w_{k}^{T}$ has a unique solution $z_{k} \in \mathbb{R}^{k}$. Let

$$
L_{k+1}=\left[\begin{array}{cc}
L_{k} & 0 \\
z_{k}^{T} & 1
\end{array}\right] \quad \text { and } \quad U_{k+1}=\left[\begin{array}{cc}
U_{k} & y_{k} \\
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Then $L_{k+1}$ is unit lower triangular, $U_{k+1}$ is upper triangular, and

$$
\begin{aligned}
L_{k+1} U_{k+1} & =\left[\begin{array}{cc}
L_{k} U_{k} & L_{k} y_{k} \\
z_{k}^{T} U_{k} & z_{k}^{T} y_{k}+a_{k+1, k+1}-z_{k}^{T} y_{k}
\end{array}\right] \\
& =\left[\begin{array}{cc}
A_{k} & v_{k} \\
w_{k}^{T} & a_{k+1, k+1}
\end{array}\right]=A_{k+1}
\end{aligned}
$$

Then $L_{k+1}$ is unit lower triangular, $U_{k+1}$ is upper triangular, and

$$
\begin{aligned}
L_{k+1} U_{k+1} & =\left[\begin{array}{cc}
L_{k} U_{k} & L_{k} y_{k} \\
z_{k}^{T} U_{k} & z_{k}^{T} y_{k}+a_{k+1, k+1}-z_{k}^{T} y_{k}
\end{array}\right] \\
& =\left[\begin{array}{cc}
A_{k} & v_{k} \\
w_{k}^{T} & a_{k+1, k+1}
\end{array}\right]=A_{k+1}
\end{aligned}
$$

This proves the theorem.
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Proof: Suppose both $A=L_{1} U_{1}$ and $A=L_{2} U_{2}$ are LU factorizations. Since $A$ is nonsingular, $L_{1}, U_{1}, L_{2}, U_{2}$ are all nonsingular, and
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$\therefore L_{2}^{-1} L_{1}=I=U_{2} U_{1}^{-1} \Rightarrow L_{1}=L_{2}$ and $U_{1}=U_{2}$
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## 3.1 - The Need for Pivoting

Example. The algorithm would fail at the first step on

$$
\left[\begin{array}{ll}
0 & 1 \\
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since the first pivot element is zero. But if we interchange the rows, the system

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
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becomes trivial to solve.
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$$
\left[\begin{array}{ll}
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1 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{l}
1 \\
2
\end{array}\right]
$$

where $\varepsilon<\varepsilon_{M}$. Algorithm 3 would compute

$$
\left[\begin{array}{cc}
\varepsilon & 1 \\
0 & 1-\frac{1}{\varepsilon}
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The strategy of interchange rows/columns as described above is called "pivoting".
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will be large. Also when performing the back substitution for
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x_{k}=\left(\widetilde{b}_{k}-\sum_{j=k+1}^{n} a_{k j}^{(k)} x_{j}\right) / a_{k k}^{(k)},
$$

any error in the numerator will be dramatically increased when dividing by a small $a_{k k}^{(k)}$.
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## 3.2 - Partial Pivoting and Complete Pivoting

If $a_{k k}^{(k)}$ is small in magnitude compared to $a_{i k}^{(k)}, i=k+1, \ldots, n$, then the multipliers

$$
\ell_{i k}=\frac{a_{i k}^{(k)}}{a_{k k}^{(k)}} \gg 1
$$

Roundoff introduced in computing

$$
a_{i j}^{(k+1)}=a_{i j}^{(k)}-\ell_{i k} a_{k j}^{(k)}, \quad i=k+1, \ldots, n, \quad j=k+1, \ldots, n,
$$

will be large. Also when performing the back substitution for

$$
x_{k}=\left(\widetilde{b}_{k}-\sum_{j=k+1}^{n} a_{k j}^{(k)} x_{j}\right) / a_{k k}^{(k)},
$$

any error in the numerator will be dramatically increased when dividing by a small $a_{k k}^{(k)}$.
To ensure that no large entries appear in the computed triangular factors, one can choose a pivot element to be the largest entry among $\left|a_{k k}^{(k)}\right|, \ldots,\left|a_{n k}^{(k)}\right|$.
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$$
\begin{gathered}
P_{2} M_{1}^{-1} P_{2} M_{2}^{-1}=\left(I+\tilde{\ell}_{1} e_{1}^{T}\right)\left(I+\ell_{2} e_{2}^{T}\right)=I+\tilde{\ell}_{1} e_{1}^{T}+\ell_{2} e_{2}^{T} \\
\Rightarrow \\
P_{3}\left(P_{2} M_{1}^{-1} P_{2} M_{2}^{-1}\right) P_{3}=I+\hat{\ell}_{1} e_{1}^{T}+\tilde{\ell}_{2} e_{2}^{T}
\end{gathered}
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$$
\left|\left(P_{k} A^{(k)} Q_{k}\right)_{k k}\right|=\max _{k \leq i, j \leq n}\left|\left(A^{(k)}\right)_{i j}\right| .
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Gaussian elimination with complete pivoting leads to the $L U$ factorization

$$
\begin{equation*}
P A Q=L U, \tag{8}
\end{equation*}
$$

where $P, Q$ are permutation matrices, $L$ is unit lower triangular, and $U$ is upper triangular.
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Derive an algorithm for computing the Cholesky factorization:
Assume the first $k-1$ columns of $G$ have been determined after $k-1$ steps. By componentwise comparison with equation (9), one has

$$
a_{k k}=\sum_{j=1}^{k} g_{k j}^{2}
$$
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which gives

$$
\begin{equation*}
g_{k k}^{2}=a_{k k}-\sum_{j=1}^{k-1} g_{k j}^{2} \tag{10}
\end{equation*}
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Moreover,

$$
a_{i k}=\sum_{j=1}^{k} g_{i j} g_{k j}, \quad i=k+1, \ldots, n
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hence the $k$-th column of $G$ can be computed by
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\end{equation*}
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Algorithm 6 (Cholesky Factorization) Given an $n \times n$ symmetric positive definite matrix
A, this algorithm computes the Cholesky factorization $A=G G^{T}$.
Initialize $G=0$
For $k=1, \ldots, n$
$G(k, k)=\sqrt{A(k, k)-\sum_{j=1}^{k-1} G(k, j) G(k, j)}$
For $i=k+1, \ldots, n$
$G(i, k)=\left(A(i, k)-\sum_{j=1}^{k-1} G(i, j) G(k, j)\right) / G(k, k)$
End For
End For

Algorithm 6 (Cholesky Factorization) Given an $n \times n$ symmetric positive definite matrix
A, this algorithm computes the Cholesky factorization $A=G G^{T}$.

$$
\text { Initialize } G=0
$$

$$
\text { For } k=1, \ldots, n
$$

$$
G(k, k)=\sqrt{A(k, k)-\sum_{j=1}^{k-1} G(k, j) G(k, j)}
$$

$$
\text { For } i=k+1, \ldots, n
$$

$$
G(i, k)=\left(A(i, k)-\sum_{j=1}^{k-1} G(i, j) G(k, j)\right) / G(k, k)
$$

End For
End For

In addition to $n$ square root operations, there are approximately

$$
\sum_{k=1}^{n}[2 k-1+2 k(n-k)]=\frac{1}{3} n^{3}+n^{2}-\frac{1}{3} n
$$

floating-point arithmetic required by the algorithm.
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Algorithm 7 (Tridiagonal $L U$ Factorization) This algorithm computes the $L U$ factorization for a tridiagonal matrix without using pivoting strategy.

$$
\begin{aligned}
& U(1,1)=A(1,1) \\
& \text { For } i=2, \ldots, n \\
& \qquad \begin{array}{r}
U(i-1, i)=A(i-1, i) \\
L(i, i-1)=A(i, i-1) / U(i-1, i-1)
\end{array}
\end{aligned}
$$

End For
and the entries are computed by the simple algorithm which only costs $3 n$ flops.
Algorithm 7 (Tridiagonal $L U$ Factorization) This algorithm computes the $L U$ factorization for a tridiagonal matrix without using pivoting strategy.

$$
\begin{aligned}
& U(1,1)=A(1,1) \\
& \text { For } i=2, \ldots, n \\
& \quad U(i-1, i)=A(i-1, i) \\
& \quad L(i, i-1)=A(i, i-1) / U(i-1, i-1) \\
& U(i, i)=A(i, i)-L(i, i-1) U(i-1, i)
\end{aligned}
$$

End For
and the entries are computed by the simple algorithm which only costs $3 n$ flops.
Algorithm 7 (Tridiagonal $L U$ Factorization) This algorithm computes the $L U$ factorization for a tridiagonal matrix without using pivoting strategy.

$$
\begin{aligned}
& U(1,1)=A(1,1) \\
& \text { For } i=2, \ldots, n \\
& \quad U(i-1, i)=A(i-1, i) \\
& \quad L(i, i-1)=A(i, i-1) / U(i-1, i-1) \\
& \quad U(i, i)=A(i, i)-L(i, i-1) U(i-1, i)
\end{aligned}
$$

End For

A tridiagonal linear system arises in many applications, such as finite difference discretization to second order linear boundary-value problem and the cubic spline approximations.

## 4.4 - General Banded Systems

In many applications that involve linear systems, the coefficient matrix is banded. Formally, we say that $A=\left[a_{i j}\right]$ has upper bandwidth $q$ if $a_{i j}=0$ whenever $j>i+q$ and lower bandwidth $p$ if $a_{i j}=0$ whenever $i>j+p$. Substantial economies can be realized when solving banded systems because the triangular factors in the $L U$ factorization are also banded.
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Definition 3 Let $\widehat{x}$ be the computed solution to the linear system of equations $A x=b$.
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## Theorem 5

$$
\frac{1}{\kappa(A)} \frac{\|r\|}{\|b\|} \leq \frac{\|x-\widehat{x}\|}{\|x\|} \leq \kappa(A) \frac{\|r\|}{\|b\|}
$$
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& \leq\left\|\left(I+A^{-1} \triangle A\right)^{-1}\right\|\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right)
\end{aligned}
$$

and so by taking norms and using Theorem ?? we find

$$
\begin{aligned}
\|\widetilde{x}\| & \leq\left\|\left(I+A^{-1} \triangle A\right)^{-1}\right\|\left(\|x\|+\left\|A^{-1}\right\|\|\Delta b\|\right) \\
& \leq\left\|\left(I+A^{-1} \triangle A\right)^{-1}\right\|\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& \leq \frac{1}{1-\left\|A^{-1} \triangle A\right\|}\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right)
\end{aligned}
$$

and so by taking norms and using Theorem ?? we find

$$
\begin{aligned}
\|\widetilde{x}\| & \leq\left\|\left(I+A^{-1} \triangle A\right)^{-1}\right\|\left(\|x\|+\left\|A^{-1}\right\|\|\Delta b\|\right) \\
& \leq\left\|\left(I+A^{-1} \triangle A\right)^{-1}\right\|\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& \leq \frac{1}{1-\left\|A^{-1} \triangle A\right\|}\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& \leq \frac{1}{1-\delta k(A)}\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right)
\end{aligned}
$$

and so by taking norms and using Theorem ?? we find

$$
\begin{aligned}
\|\widetilde{x}\| & \leq\left\|\left(I+A^{-1} \triangle A\right)^{-1}\right\|\left(\|x\|+\left\|A^{-1}\right\|\|\Delta b\|\right) \\
& \leq\left\|\left(I+A^{-1} \triangle A\right)^{-1}\right\|\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& \leq \frac{1}{1-\left\|A^{-1} \triangle A\right\|}\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& \leq \frac{1}{1-\delta k(A)}\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& =\frac{1}{1-\delta k(A)}\left(\|x\|+\delta\left\|A^{-1}\right\|\|A x\|\right)
\end{aligned}
$$

and so by taking norms and using Theorem ?? we find

$$
\begin{aligned}
\|\widetilde{x}\| & \leq\left\|\left(I+A^{-1} \triangle A\right)^{-1}\right\|\left(\|x\|+\left\|A^{-1}\right\|\|\Delta b\|\right) \\
& \leq\left\|\left(I+A^{-1} \triangle A\right)^{-1}\right\|\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& \leq \frac{1}{1-\left\|A^{-1} \triangle A\right\|}\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& \leq \frac{1}{1-\delta \kappa(A)}\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& =\frac{1}{1-\delta \kappa(A)}\left(\|x\|+\delta\left\|A^{-1}\right\|\|A x\|\right) \\
& \leq \frac{1}{1-\delta \kappa(A)}\left(\|x\|+\delta\left\|A^{-1}\right\|\|A\|\|x\|\right)
\end{aligned}
$$

and so by taking norms and using Theorem ?? we find

$$
\begin{aligned}
\|\widetilde{x}\| & \leq\left\|\left(I+A^{-1} \triangle A\right)^{-1}\right\|\left(\|x\|+\left\|A^{-1}\right\|\|\Delta b\|\right) \\
& \leq\left\|\left(I+A^{-1} \triangle A\right)^{-1}\right\|\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& \leq \frac{1}{1-\left\|A^{-1} \triangle A\right\|}\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& \leq \frac{1}{1-\delta \kappa(A)}\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& =\frac{1}{1-\delta \kappa(A)}\left(\|x\|+\delta\left\|A^{-1}\right\|\|A x\|\right) \\
& \leq \frac{1}{1-\delta \kappa(A)}\left(\|x\|+\delta\left\|A^{-1}\right\|\|A\|\|x\|\right) \\
& =\frac{1}{1-\delta \kappa(A)}(\|x\|+\delta \kappa(A)\|x\|)
\end{aligned}
$$

and so by taking norms and using Theorem ?? we find

$$
\begin{aligned}
\|\widetilde{x}\| & \leq\left\|\left(I+A^{-1} \triangle A\right)^{-1}\right\|\left(\|x\|+\left\|A^{-1}\right\|\|\Delta b\|\right) \\
& \leq\left\|\left(I+A^{-1} \triangle A\right)^{-1}\right\|\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& \leq \frac{1}{1-\left\|A^{-1} \triangle A\right\|}\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& \leq \frac{1}{1-\delta \kappa(A)}\left(\|x\|+\delta\left\|A^{-1}\right\|\|b\|\right) \\
& =\frac{1}{1-\delta \kappa(A)}\left(\|x\|+\delta\left\|A^{-1}\right\|\|A x\|\right) \\
& \leq \frac{1}{1-\delta \kappa(A)}\left(\|x\|+\delta\left\|A^{-1}\right\|\|A\|\|x\|\right) \\
& =\frac{1}{1-\delta \kappa(A)}(\|x\|+\delta \kappa(A)\|x\|) \\
& =\frac{1}{1-\delta \kappa(A)}(1+\delta \kappa(A))\|x\| .
\end{aligned}
$$

Therefore

$$
\frac{\|\widetilde{x}\|}{\|x\|} \leq \frac{1+\delta \kappa(A)}{1-\delta \kappa(A)}
$$

Therefore

$$
\frac{\|\widetilde{x}\|}{\|x\|} \leq \frac{1+\delta \kappa(A)}{1-\delta \kappa(A)}
$$

Theorem 6 If the conditions of Lemma 4 hold then

$$
\frac{\|x-\widetilde{x}\|}{\|x\|} \leq \frac{2 \delta}{1-\kappa(A) \delta} \kappa(A)
$$

Therefore

$$
\frac{\|\widetilde{x}\|}{\|x\|} \leq \frac{1+\delta \kappa(A)}{1-\delta \kappa(A)}
$$

Theorem 6 If the conditions of Lemma 4 hold then

$$
\frac{\|x-\widetilde{x}\|}{\|x\|} \leq \frac{2 \delta}{1-\kappa(A) \delta} \kappa(A)
$$

Proof: Since $\widetilde{x}$ satisfies $(A+\triangle A) \widetilde{x}=b+\triangle b, A \widetilde{x}=b+\triangle b-\triangle A \widetilde{x}$. Then we have

Therefore

$$
\frac{\|\widetilde{x}\|}{\|x\|} \leq \frac{1+\delta \kappa(A)}{1-\delta \kappa(A)}
$$

Theorem 6 If the conditions of Lemma 4 hold then

$$
\frac{\|x-\widetilde{x}\|}{\|x\|} \leq \frac{2 \delta}{1-\kappa(A) \delta} \kappa(A)
$$

Proof: Since $\widetilde{x}$ satisfies $(A+\triangle A) \widetilde{x}=b+\triangle b, A \widetilde{x}=b+\triangle b-\triangle A \widetilde{x}$. Then we have

$$
A \widetilde{x}-A x=\triangle b+\triangle A \widetilde{x}
$$

Therefore

$$
\frac{\|\widetilde{x}\|}{\|x\|} \leq \frac{1+\delta \kappa(A)}{1-\delta \kappa(A)}
$$

Theorem 6 If the conditions of Lemma 4 hold then

$$
\frac{\|x-\widetilde{x}\|}{\|x\|} \leq \frac{2 \delta}{1-\kappa(A) \delta} \kappa(A)
$$

Proof: Since $\widetilde{x}$ satisfies $(A+\triangle A) \widetilde{x}=b+\triangle b, A \widetilde{x}=b+\triangle b-\triangle A \widetilde{x}$. Then we have

$$
A \widetilde{x}-A x=\triangle b+\triangle A \widetilde{x}
$$

and

$$
\widetilde{x}-x=A^{-1}(\triangle b+\triangle A \widetilde{x}) .
$$

Hence

$$
\|\widetilde{x}-x\| \leq\left\|A^{-1}\right\|(\|\Delta b\|+\|\triangle A\|\|\widetilde{x}\|)
$$

Hence

$$
\begin{aligned}
\|\widetilde{x}-x\| & \leq\left\|A^{-1}\right\|(\|\triangle b\|+\|\triangle A\|\|\widetilde{x}\|) \\
& \leq\left\|A^{-1}\right\|(\delta\|b\|+\delta\|A\|\|\widetilde{x}\|)
\end{aligned}
$$

Hence

$$
\begin{aligned}
\|\widetilde{x}-x\| & \leq\left\|A^{-1}\right\|(\|\triangle b\|+\|\triangle A\|\|\widetilde{x}\|) \\
& \leq\left\|A^{-1}\right\|(\delta\|b\|+\delta\|A\|\|\widetilde{x}\|) \\
& =\delta\left\|A^{-1}\right\|(\|A x\|+\|A\|\|\widetilde{x}\|)
\end{aligned}
$$

Hence

$$
\begin{aligned}
\|\widetilde{x}-x\| & \leq\left\|A^{-1}\right\|(\|\triangle b\|+\|\triangle A\|\|\widetilde{x}\|) \\
& \leq\left\|A^{-1}\right\|(\delta\|b\|+\delta\|A\|\|\widetilde{x}\|) \\
& =\delta\left\|A^{-1}\right\|(\|A x\|+\|A\|\|\widetilde{x}\|) \\
& \leq \delta\|A\|\left\|A^{-1}\right\|(\|x\|+\|\widetilde{x}\|)
\end{aligned}
$$

Hence

$$
\begin{aligned}
\|\widetilde{x}-x\| & \leq\left\|A^{-1}\right\|(\|\triangle b\|+\|\triangle A\|\|\widetilde{x}\|) \\
& \leq\left\|A^{-1}\right\|(\delta\|b\|+\delta\|A\|\|\widetilde{x}\|) \\
& =\delta\left\|A^{-1}\right\|(\|A x\|+\|A\|\|\widetilde{x}\|) \\
& \leq \delta\|A\|\left\|A^{-1}\right\|(\|x\|+\|\widetilde{x}\|)
\end{aligned}
$$

which gives

Hence

$$
\begin{aligned}
\|\widetilde{x}-x\| & \leq\left\|A^{-1}\right\|(\|\triangle b\|+\|\triangle A\|\|\widetilde{x}\|) \\
& \leq\left\|A^{-1}\right\|(\delta\|b\|+\delta\|A\|\|\widetilde{x}\|) \\
& =\delta\left\|A^{-1}\right\|(\|A x\|+\|A\|\|\widetilde{x}\|) \\
& \leq \delta\|A\|\left\|A^{-1}\right\|(\|x\|+\|\widetilde{x}\|)
\end{aligned}
$$

which gives

$$
\frac{\|\widetilde{x}-x\|}{\|x\|} \leq \delta \kappa(A)\left(1+\frac{\|\widetilde{x}\|}{\|x\|}\right)
$$

Hence

$$
\begin{aligned}
\|\widetilde{x}-x\| & \leq\left\|A^{-1}\right\|(\|\triangle b\|+\|\triangle A\|\|\widetilde{x}\|) \\
& \leq\left\|A^{-1}\right\|(\delta\|b\|+\delta\|A\|\|\widetilde{x}\|) \\
& =\delta\left\|A^{-1}\right\|(\|A x\|+\|A\|\|\widetilde{x}\|) \\
& \leq \delta\|A\|\left\|A^{-1}\right\|(\|x\|+\|\widetilde{x}\|)
\end{aligned}
$$

which gives

$$
\frac{\|\widetilde{x}-x\|}{\|x\|} \leq \delta \kappa(A)\left(1+\frac{\|\widetilde{x}\|}{\|x\|}\right) \leq \delta \kappa(A)\left(1+\frac{1+\kappa(A) \delta}{1-\kappa(A) \delta}\right)
$$

Hence

$$
\begin{aligned}
\|\widetilde{x}-x\| & \leq\left\|A^{-1}\right\|(\|\triangle b\|+\|\triangle A\|\|\widetilde{x}\|) \\
& \leq\left\|A^{-1}\right\|(\delta\|b\|+\delta\|A\|\|\widetilde{x}\|) \\
& =\delta\left\|A^{-1}\right\|(\|A x\|+\|A\|\|\widetilde{x}\|) \\
& \leq \delta\|A\|\left\|A^{-1}\right\|(\|x\|+\|\widetilde{x}\|)
\end{aligned}
$$

which gives

$$
\frac{\|\widetilde{x}-x\|}{\|x\|} \leq \delta \kappa(A)\left(1+\frac{\|\widetilde{x}\|}{\|x\|}\right) \leq \delta \kappa(A)\left(1+\frac{1+\kappa(A) \delta}{1-\kappa(A) \delta}\right)=\frac{2 \delta \kappa(A)}{1-\delta \kappa(A)}
$$

