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Recall: A is s.p.d. Consider the quadratic functional

1
F(x) = ol Az — 2Tb

2
Az* = b= mIiRn F(z) = F(z")
TeR™
Consider
1
o(z) = %(b ~ An)PAT (b Ax) = Fla) + 5747, (1)

where %bTA_lb is a constant. Then

* *\ : _ : lT —1
Az* =b — ‘P(x)—fgﬁ%@(x)—[f;ﬁg%ﬂx)“gbA b
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Algorithm: Conjugate Gradient method (CG-method)

Input: Given s.p.d. A, b€ R" and 29 € R™ and g = b — Axy = po.
1: Set k= 0.

2: repeat
PETk .
plApy’

3:  Compute ay =

4 Compute zp 1 = x) + apDk;

5 Compute 7541 = 1% — apApy, = b — Axpyq;
a1 APk

6 Compute B = ;D?Tlpk;

7. Compute ppi1 = Tkr1 + Brbk;

8 Setk=k+1;

9: until r, =0

Numerator: r{, | ((re — rhs1)/ar) = (—rf 1 7h41) /o

Denominator: p! Apy = (r} + Br—1p}_1)((rk — rit1)/ow) = (rfre) /o
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CG method does not need to compute any parameters. It only needs
matrix vector and inner product of vectors. Hence it can not destroy the

sparse structure of the matrix A.

The vectors i, and pi generated by CG-method satisfy:

piry = (pirr) =0, i<k

riry=(riry) =0, i#j
pi Ap; = (pi, Apj) =0, i #j

Tpt1 = To + E?:o a;p; minimizes F(x) over x = xo+ < po,- -+ , Dk >-
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GCG method(Generalized Conjugate Gradient)

GCG method is developed to minimize the residual of the linear equation
under some special functional. In conjugate gradient method we take

1 _ 1 _ 1
o(x) = 5(5 - A»”U)TA 1(b — Azx) = ?"TA = §||7"|“24717

where ||z]| -1 = VaT A1z,

Let A be a unsymmetric matrix. Consider the functional
1
fla) =5~ Az)TP(b - Az),

where P is s.p.d. Thus f(x) > 0, unless z* = A~'b = f(z*) =0, so x*
minimizes the functional f(x).
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Different choices of P:
(i) P=A"!(Aiss.p.d.) = CG method (classical)
(i) P =1 = GCR method (Generalized Conjugate Residual).

F(x) = 56— An)T (b~ Az) = 2 I3

Here {r;} forms A-conjugate.

(i) Consider M~'Az = M~'b. Take P= M*M >0 = GCGLS
method (Generalized Conjugate Gradient Least Square).

(iv) Similar to (iii), take P = (A + AT)/2 (note: P is not positive
definite) and M = (A + AT)/2 we get GCG method (by Concus,
Golub and Widlund). In general, P is not necessary to be taken
positive definite, but it must be symmetric (PT = P). Therefore, the
minimality property does not hold.
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Let
(2,9)0 = 2" Py = (2,9)0 = (4, 7)o.

Algorithm: GCG method

Input: Given A, b € R™ and g € R™ and ryp = b — Axg = po.
1: Set k= 0.
2: repeat
3:  Compute oy, = (%, Apk)o/ (Apk, APk) o
4. Compute Tx11 = Tk + akpk;
5 Compute 7541 = 1 — apApy, = b — Axgyq;
6: Compute B = —(Argt1, Api)o/(Api, Api)o, for i =0,1,... k;
7. Compute pry1 = et + oro 87 pi;
8: Setk=Fk+1;
9: until r, =0

T.M. Huang (NTNU) GCG-type Methods for Nonsymmetric LS December 6, 2011 8 /45



In GCG method, the choice of {Bi(k) le satisfy:

(Tk+1, Api)o =0, i<k (22)
(Tk—&-la AT‘i)O = 0, ) S k (2b)
(Apla Ap])o = 07 { # ] (2C)

Tht+1 = To + Zf:o op; minimizes f(z) = 4(b— Az)TP(b— Azx) over
x = xz0+ < po,- - ,Pr >, where P is s.p.d.

(The proof is the same as that of classical CG method).

If P is indefinite, which is allowed in GCG method, then the minimality
property does not hold. x4 is the critical point of f(x) over
T =20+ <po, Pk >
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Can the GCG method break down? i.e., Can ay, in GCG method be zero?

Consider the numerator of ay:

(ries Apr)o = (T, ATk)o [by Line 7 in GCG Algorithm and (2a) ]

=r{ PAry
=rF AT Pry, [Take transpose]
PA+ AP
= PAEAD),, ©

From (3), if (PA + AT P) is positive definite, then oy, # 0 unless 73, = 0.
Hence if the matrix A satisfies (PA + AT P) positive definite, then GCG
method can not break down.
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From Lines 5 and 7 in GCG Algorithm, 7, and pg can be rewritten by

Tk = Yr(A)ro, (4a)
P = pr(A)ro, (4b)

where 1, and ¢y, are polynomials of degree < k with 1;(0) = 1. From
(4a) and (2b) follows that

(Tk+1,Ai+17‘o)o =0, 1=0,1,...,k. (5)

From (4b) and Line 6 in GCG Algorithm, the numerator of Bi(k) can be
expressed by

(Arki1, Api)o = rnglATPApZ- = 7“£+1ATPA(,OZ‘(A)T’Q. (6)
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If ATP can be expressed by
ATP = Po,(A), (7)
where 65 is some polynomial of degree s. Then (6) can be written by

(Arpg1, Api)o = 1L ATPApi(A)rg
= Tl:cpﬂp‘g (A)Api(A)ro (8)
= (741, A05(A)@i(A)ro)o-

From (5) we know that if s +14 < k, then (8) is zero,
e.,(Arky1, Api)o = 0. Hence

BM =0, i=0,1,....k—s.

But only in the special case s will be small.
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For instance :

(i) In classical CG method, A is s.p.d, P is taking by A~!. Then
ATP = AA7' =T =A"1A = A716,(A), where 01(z) = z,5 = 1.
So, ﬁi(k) =0, foralli4+1 <k, itis only B,(f) #0.

(ii) Concus, Golub and Widlund proposed GCG method, it solves
M~'Az = M~'b. (A: unsymmetric), where M = (A + AT)/2 and
P = (A+ AT)/2 (P may be indefinite).

@ Check condition (7):
(MPA)TP =ATM M = AT = M(2I-M~tA) = P(2I-M~'A).

Then
O (M~TA) =2 — M4,

where 01(z) =2 —xz, s=1. Thus @(k) =0,i=0,1,...,k— 1.
Therefore we only use r;41 and py to construct pg1.
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e Check condition AT P + PA:
(MM + MM ™A= AT + A indefinite
The method can possibly break down.

(iii) The other case s =1 is BCG (BiCG) (See next paragraph).

Remark 2

Except the above three cases, the degree s is usually very large. That is,
we need to save all directions p; (i =0,1,...,k) in order to construct
Pr+1 satisfying the conjugate orthogonalization condition (2c). In GCG
method, each iteration step needs to save 2k + 5 vectors (Tgi1, Tk+1,
Pra1, {ApiYE_ o, {pi}r_,), k + 3 inner products (Here k is the iteration
number). Hence, if k is large, then the space of storage and the
computation cost can become very large and can not be acceptable. So,
GCG method, in general, has some practical difficulty. Such as GCR,
GMRES (by SAAD) methods, they preserve the optimality (P > 0), but it
is too expensive (s is very large).

v
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Modification:

(i) Restarted: If GCG method does not converge after m + 1 iterations,
then we take xy11 as g and restart GCG method. There are at most
2m + 5 saving vectors.

(i) Truncated: The most expensive step of GCG method is to compute
ﬁ.(k), i=0,1,...,k so that py1 satisfies (2c). We now release the

(2
condition (2c) to require that py.1 and the nearest m direction

{pi}f:k7m+1 satisfy the conjugate orthogonalization condition.
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BCG method (A: unsymmetric)

BCG is similar to the CG, it does not need to save the search direction.
But the norm of the residual by BCG does not preserve the minimal
property.

Solve Az = b by considering ATy = ¢ (phantom). Let

- [d 2) ) oe[2)

Az = b.

Consider

0o AT

T ] (P = PT). This implies

Take P = [

ATp = PA.

From (7) we know that s = 1 for A% = b. Hence it only needs to save one
direction py as in the classical CG method.
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=

-
o

O COlSN O O1F S CORID

Set k= 0.

repeat ~ ~ ~
Compute ay, = (7k, ADk)o/ (ADk, APk)o;
Compute Tpy1 = Ty, + ak@k;
Compute 741 = 7, — o Apk; o
Compute B, = —(ATk41, ADk)o/ (A, APk )o;
Compute pry1 = Try1 + Brbr;
Setk=Fk+1;

until 7, =0
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Simplification (BCG method)

1: Given g, compute pg = ro = b — Axyg.

2: Choose 7, pg = 7.

3: Set k= 0.

4: repeat

Compute ay = (7x, %)/ (Pr, Apk);

Compute zpy1 = x + apDk;

Compute 7441 = 1y — apApr,  Fr1 = i — ap AT Py
Compute B = (Frt1,Tk41)/ (P, i)

Compute pry1 = Tk41 + BrPk,  Drt1 = Tkt + Bebrs
10 Setk=k+1,

11: until r, =0

© @ FN e

From above we have

- X 0 AT A R
(Ap, Apr)o = [pk AT, 5 A] [A—l 0 ] [Afgk ] = 2w An
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BCG method satisfies the following relations:

rEpi =7tEpi =0, i<k (9a)
pEATp =pLAp; =0, i<k (9b)
refi =i =0, i<k (9¢)

Definition 2

(9¢) and (9b) are called biorthogonality and biconjugacy condition,
respectively.
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Property:

(i) In BCG method, the residual of the linear equation does not satisfy
the minimal property, because P is taken by

0 AT
()
and P is symmetric, but not positive definite. The minimal value of
the functional f(x) may not exist.
(i) BCG method can break down, because Z = (ATP + PA)/2 is not

positive definite. From above discussion, «; can be zero. But this
case occurs very few.
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The polynomial equivalent method of the CG method

Consider first A is s.p.d.

CG-method Equivalent CG-method

1

1: ToZb—A$0 = Po.-

2: Set k=0.

3: repeat

4 o = rePR) (e
’ k= Tk, Apr) — ok, Apr)’

5. Tpy1 = T+ OkPE;

6: Tkl Z(?"k _Aak)Apk;( :
. _ —"k4+1,APk) _ _ (Tk+1,Tk+1).

7 P = (PI:APk) - (T,7k)

8 Pk41l = Thy1 T BrPr;

9: k=k+1;

10: until r, =0

T.M. Huang (NTNU)

—
=]

({ORCORSN N OOIRS-ERNCORY

ro =b— Axg = po, p-1 =

Lp1=-L

Set kK = 0.

repeat
Pk =TTk Br = .
Pk = Tk + BrPr—1;
o = p} Apr, o =
Th+1 = Tk + OkDk;
Tkyl = Tk — QpApy;
k=k+1;

until r, =0

Pk __.
1’

L
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1. By =1L A7 vy = mingegork, [|b— Az,
2. rzTrj =0, piTApj =0,1+#j.

From the structure of the new form of the CG method, we write
e = er(A)ro,  pr = Yr(A)ro

where @y and 1), are polynomial of degree < k. Define (1) = 1 and
w_1(7) = 0. Then we find

Pk = pr(A)ro + Betr—1(A)ro = Pr(A)ro (10a)
" k(1) = @r(T) + Prthr—1(7), (10b)
" i1 = @r(A)ro — apAPr(A)ro = pria(A)ro (11a)
" Prr1(T) = @r(7) — aRTPR(T). (11b)
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The polynomial equivalent method of the CG method :

1: o = 1, p_1 = 0, p—1= 1.
2. for k=0,1,2,... do

3 pk = (k, k), Br = 52
4 Yk = ok + Brbr—1;

5. ok = Yk, Ox), an = 25
6:  Yr+1 = pr — apbiy;

7. end for

1’

where 0(1) = 7.

T.M. Huang (NTNU) GCG-type Methods for Nonsymmetric LS December 6, 2011



The minimization property reads
)
E. = 071 = min 7(90’ )
Lol = o
We also have
(i) =0, di#j from (rir;) =0, i#j.
(¥i, 005) =0, i#j from (p;, Apj) =0, i#3].

Theorem 3

Let [-,-] be any symmetric bilinear form satisfying

lox, ¥] = o, x¥] Vo, ¥, x € PV.

Let the sequence of @; and 1; be constructed according to PE algorithm,
but using [-,-| instead (-,-). Then as long as the algorithm does not break
down by zero division, then p; and 1; satisfy

les, @] = @8, (s, 0v;] = 04045

with 0(T) = 7.
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Bi-Conjugate Gradient algorithm

1: Given rg = b — Axg, p—1 = p—1 and 7y arbitrary.
2: for k=0,1,2,... do

3 pp =Lk Br = pr/pr—1;

4 pr =71k + BePr—1, P = Tk + Brbr—1;

5 o) = pi Apk, ok = pi/ok;

6:  Thi1 =Tk — APk, Prp1 = — ap AT Pr;

7 T4l = Tk + APk

8: end for

Property:
ry =b— Axy, TZT@ =0, i+# jand pZ-TATﬁj =0, i #j.

T.M. Huang (NTNU) GCG-type Methods for Nonsymmetric LS December 6, 2011



Consider
Ax =b, A: nonsymmetric.

Given xg, 19 = b — Axg, let 7y be a suitably chosen vector. Define [, ] by
[ ] = 75 p(A)e(A)ro = (p(AT)fo) 9 (A)ro

and define p_1 = p_1 = 0. (If A symmetric : (¢,v) = 8 ©(A)Y(A)ro).
Then we have

r = (Ao, 7 = (A7)0,
o = Ue(A)ro,  pr = Yr(AT)7g

with ¢y and 1y according to (10b) and (11b). Indeed, these vectors can
be produced by the Bi-Conjugate Gradient algorithm:
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Squaring the CG algorithm: CGS Algorithm

(SISC, 1989, Sonneveld)

Assume that Bi-CG is converging well. Then rp — 0 as £ — co. Because
rr = ok (A)ro, ¢r(A) behaves like contracting operators.

o Expect: ¢r(AT) behaves like contracting operators (i.e., 7 — 0).
But " quasi-residuals” 7 is not exploited, they need to be computed
for the pi and oy.

o Disadvantage: Work of Bi-CG is twice the work of CG and in general
ATy is not easy to compute. Especially if A is stored with a general
data structure.
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e Improvement: Using Polynomial equivalent algorithm to CG.
Since pi = [, ¢k and o) = [Yk, O1y], [, ] has the property
[ox, 9] = [@, x¥]. Let 9o = 1. Then

ok = [P0, eh), ok = [0, O3]

{ Ok41 = Pk — 0,
Vi = o + Brr—1.

Remark 4

pr =T = (0p(AT)0) " (r(A)ro) = 75 wi(A)ro,
ok = Pr Apk = (Ve(AT)P0) " A(vr(A)ro) = 75 AYR(A)ro.
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e Purpose:

© Find an algorithm that generates the polynomial % and ¢7 rather
than ¢ and 9.

@ Compute approximated solution zj with ry = 7 (A)rg as residuals
(try to interpret). Because py = 7l rj with rj, = ©2(A)ro, 71 and Py
need not to be computed.

How to compute gpﬁ and 11},%?

Vi = ok + Beti—1)* = ©p + 2Brertn—1 + Biti_1,
Gri1 = lor — arbi]* = 0F — 20000131 + 6.
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Since

Cethk = Crler + Betr—1] = @k + Brortbr—1,
we only need to compute x,—_1, ¢3 and ¥7. Now define for k > 0 :
Qp =7, Ok =pthr_1, Vp_1=1vi_,.
From
Vi = 01 + 2Bk 0rtbr—1 + Biti_1,
Crr1thr = (P — bYR) Ve = Oribr — b,
Chi1 = Ph — 206001, + a0,
= ¢ — ab(rthr — awby) — arborthr = 05 — arb(Pri1thr + Crtbr),

we have

Yy = orpthr = Pp + BrOy,

Uy = D) + 28O0, + Bi¥—1 = Y + Bi (Or + Bu¥i_1),
Oky1 = Vi — 0¥y,
Ppy1 = P — arf(Yi + Op11).
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Bi-Conjugate Gradient

1: Given rg = b — Axy, 1. &g=1,6p0=V_; =0,
p_1 = p_1 and arbitrary p—1 = 1.
7. 2: for k=0,1,2,... do
2. for k=0,1,2,... do 3: pk:[laq)k]vﬁk:pk/pk—l;
B 4 Y = O+ 1Oy
Br = pr/pr—1; 5. Wy =Yg + Be(Ok + Bx¥i_1);
4 pp =Tk + BrPr-1, 6: o =[1,0U;], ap = pr/o%;
Pk = Tr + BrPr—1; 70 Opqr =Y — o0y
5. oy = P} Apr, 8 Ppy1 = P — apf(Yy + Opy1);
o = pr/ok; 9: end for )

6: Tkl =Tk — apApg,
Prr1 = P — ap AT py;

70 Thyl = Tk + OkPk;

8: end for
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CGS CGS Variant

1. &g =1, @0 =v_; =0, 1: Given o = b— A.%'(),
pP—-1 = 1. qo = P—-1 = O, pP—1 = 1.

2: for k=0,1,2,... do 2: for k=0,1,2,... do

3 pe=[1, Q). Bk = pr/pPr—1; 3 pr =TTk Be = pr/pr—1;

4 Yp =D+ BrOy; 4w =1+ Brars

5. Wi =Y+ Br(Or + Br¥r—1); 5 pr = ug + Br(qk + Brpr—1);

6: O — [1,0\I/k], Odkzpk/(fk; 6: Uk:Apk;

7. Oy =Y — 0¥y, 7 o= vg o = pr/ok

8  Ppy1 =P — (Y +0Opp1)i | 8 Qry1 = up — 0gU;

9: end for 19 rpp = re—apA(uptqetr);
100 Zpt1 = Tk + o (uk + Qrt1);
11: end for

v

Define ry, = ®r(A)ro, qx = Or(A)ro, pr = Vi(A)ro and uy, = Yi(A)ro.
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Since 1o = b — Axg, rg+1 — 1x = A(zk — xp11), we have that
ry = b — Axg. So this algorithm produces xj of which the residual satisfy

T = goi (A)ro.
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Bi-CGSTAB: A Fast and Smoothly Converging Variant of Bi-CG for the
Solution of Nonsymmetric Linear Systems (SISC, 1992, Van der Vorst)

Bi-CG method

1: Given rg = b— Al‘o, (fo,?"o) 75 0, PO = 1, ]50 = DPo = 0.
2. for k=1,2,...do
3 pr = (Pr—1,Tk=1);

4:
5:
6:
7
8:
9:

Br = pr/Pr—1;
Pk = Tk—1 + BkPr—1, Pk = Pr—1 + Brbr—1;
vg = Apg;

ok = pk/ Dk Vk);

Tk = Tk—1 + QkPk;

Stop here, if xy, is accurate enough.
10: T =Tpo1 — QpUg = Tp—1 — O Apg;
1 F = fpe1 — ap AT Py

12: end for
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Property:

(I) Tk 1 7¢'0, e ,72]9,1 and 'fk 1 T0ye oo s Th—1-
(i) three-term recurrence relations between {r} and {7}.

(iii) It terminates within n steps, but no minimal property.

Since
Bi— ~Bi— TN ~
Ty mea = QOk(A)T’O, Ty i-oe = Sok(A >T07
it implies that

(i, 7i) = (er(A)ro, 0i(AT)Fo) = (0i(A)pr(A)ro,70) =0, i < k.
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CGS Method

1: Given To, o = b — A.CC(], (To,f@) 7'5 0, 7o = 70, pPo = 1, po =qo = 0.
2. fork=1,2,... do

3 pr=(P0,7k-1), Bx = Pr/Pr—1;

Uk = Tk—1 + Brqr—1;

Pk = Uk + Br(qr—1 + Brpr—1);

vk = Apy;

ar = pr/(To, vi);

qr = Uk — QUL

Wy = Uk + qk;

10: Tk = Tp—1 + QpWE;

11:  Stop here, if x is accurate enough.
12: rE = rp—1 — apAwg;

13: end for

O Ol NG O1E e

We have 768 = o) (A4)%r.
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From Bi-CG method we have rfi*CG = @r(A)rg and prr1 = Y (A)ro.
Thus we get

Yr(A)ro = (r(A) + Bryr—1(A)) ro,
and

er(A)ro = (pr—1(A) — arAr_1(4)) ro,
where ¢ = g + Brtg—1 and o = @1 — agbg_1. Since
(er(A)ro, 0;(AT)ig) =0, j <k,

it holds that
or(A)ro L 7o, AT7g, ..., (AT)E =17y

if and only if
(@5(A)er(A)ro, 7o,) =0

for some polynomial ¢; of degree j < k for j =0,1,...,k — 1.
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In Bi-CG method, we take p; = ¢;, 7. = ¢(AT)7y and exploit it in CGS
to get 79 = 2 (A)rg. Now 1y = G(A)pr(A)re. How to choose Py
polynomial of degree k so that ||ry|| satisfies the minimum. Like
polynomial, we can determine the optimal parameters of @y so that ||7||
satisfies the minimum. But the optimal parameters for the Chebychev
polynomial are in general not easily obtainable. Now we take

o = (),
where
Ne(z) = (1 —wiz)(l —waz) -+ (1 — wgx).

Here w; are suitable constants to be selected.
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Define
i = Mk (A)pr(A)ro.
Then

re = M(A)er(A)ro
= (I —weA)me-1(4) (pr-1(A4) — axApr_1(A)) 1o
= {m-1(A)pr-1(A) — arAnr_1(A)Yr-1(A))} ro
—wp A {(Mk—1(A)pr-1(A4) — arAng—1(A)Pr-1(A4)) } ro
= 11— apApy — wpA(re—1 — Apy)
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and

Per1 = Me(A)Yr(A)ro
= m(A) (pr(A4) + Brbe—1(A)) ro
= ne(A)pr(A)ro + Br(l — wrA)mk—1(A)Yr—1(A)ro
= ne(A)er(A)ro + Bink—1(A)r—1(A)ro
—Brwr Ang—1(A)r-1(A)ro
= 7%+ Br(pk — wiApk).

Recover the constants px, Bk, and af in Bi-CG method.
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We now compute [;: Let

P = (Fo, nk(A) o (A)ro) = (ne(AT)7o, pr(A)ro) -

From Bi-CG we have ¢ (A)rg L all vectors puy,_1(AT)7g, where 1 is an
arbitrary polynomial of degree £ — 1. Consider the highest order term of
nk(AT) (when computing pry1) is (—1)*wiws - - - wi(AT)F. From Bi-CG
method, we also have

pri1 = (pr(A")fo, or(A)ro) -

The highest order term of ¢ (AT) is (=1)*ay - - ag(AT)*. Thus

Br = (Pr/Pr—1) (—1/wk—1) 5
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because

Ok (o -+ a1 (AT 170, o1 (A)ro)
A

B = = 7
pr—1 (a1 ap_o( AT)E=270 p_o(A)ro)
(B8 aaAT 210 s (Ao

= (pr/pr-1) (p—1/wi—1) -
Similarly, we can compute p; and ay. Let
re =11 — YAy, 1z =xk_1+yy (side product).

Compute wy, so that ri = ni(A)pr(A)re is minimized in 2-norm as a
function of wy.
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Bi-CGSTAB Method

1: Given xg, 19 = b — Axg, 7o arbitrary, such that (rg,7) # 0, e.g.
To =10, po = =wp =1, vg =po = 0.
2. fork=1,2,...do
pr = (0, Tk—=1), B = (pr/pr—1)(0/wr_1);
Pk = Tk—1 + B(Pr—1 — Wr—1Vk—1);
v = Apg;
a = pr/ (70, Vk);
§ =Tg—1 — QUE,
t = As;
wr = (t,8)/(t,1);
10 zp=Tp 1+ app+wps (= Tp_1 + apr + wi (k-1 — aApy));
11:  Stop here, if x is accurate enough.
122 rp=8—wit (=11 — aApg — wiA(rg—1 — aApg) =
ri—1 — A(apy + wi(rr—1 — aApy));
13: end for

O CoOfNIE O O1F 4 CO
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Preconditioned Bi-CGSTAB-P:

Rewrite Az = b as

§:= Kl_ls,
=K't

Ty = Koy,
7o := K{ 7
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