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Statistical Inference : Tests of Hypotheses



Scientific questions

1. Whether the true average lifetime of a certain brand
of tire is at least 22,000 kilometers.

2. whether fertilizer A produces a higher yield of
soybeans than fertilizer B.

3. Pharmaceutical company: decide on the basis of
samples whether at least 90% of all patients given a
new medication will recover from a certain disease.

4. B E R Rciti coffee R F /) 300 g.



Statistical Hypotheses testing

1. if the lifetime of the tire has pdf f(x) = \e ™, x > 0,
then the expected lifetime, %, is at least greater than
22000.

2. decide whether s > ug, where 4, and g are the
means of the two populations

3. whether p, the parameter of a binomial distribution is
greater or equal to 0.9.

4. whether i > 300.

In each case, it is assumed that the stated distribution
correctly describes the experimental conditions, and the
hypothesis concerns the parameter(s) of the distribution.



Hypotheses Testing
B3 (hypothesis) i/ F A5 5 BEHES 2 B B R (claim,
statement)

The Scientist formulates a statement concerning the
value of a parameter.

A test of a statistical hypothesis is a procedure for
deciding whether to “accept” or “reject” the hypothesis.

BERME (hypothesis testing) Y H A2 B HE Lo E FE R
ftaiat DosER, DAARET BRI RE 5 1A R s R " B A



Terms you should know about hypotheses
testing

> 0 bp o=

Null and alternative hypotheses (H, vs H;)

Test statistic, T(X), and T(x) (the distribution of T(X))
Significance level of the test a

Rejection region (critical region) (RR) and
acceptance region

5. Type | and Type Il error probabilities.

6. p-value

7. power



Null and Alternative Hypotheses

Assume that the form of the distribution for the population
is known , X ~ F(x;0) where 6 € Q, where Q is the set of
all possible values of ¢ can take, and is called the
parameter space.

The statistical hypothesis is a statement about the value
of the parameter(s) of the distribution, such as

‘0ew

w be a subset of Q.
This is a statistical hypothesis and is denoted by H (Hp),
called Null Hypothesis



Null and Alternative Hypotheses

On the other hand, the statement “0 € &” (where @ is the
complement of w w.r.t Q) is called the alternative to Hy
and is denoted by H;(or H;).

we write

Hy:0cw and Hy:0 € (orf ¢ w)



H07 H1

1. In some case, we want to know the mean of
something is as what people stated (or represents
the status quo) we put it in the null hypothesis Hy
FEt R s & B R4 H Frts 552000070

HO : VS H1 :
B —HFET ER20 197
Ho - vs H; -

2. Often hypothesis arise in the form that we want to
know if a new product, technique, teaching method,
etc., is better than the existing one. In this context, Hy
is a statement that nullifies the theory and is
sometimes called a null hypothesis. In this case, F{"

ERRERE R BEUER Hy » Ho RIBFHA R Z Bk -



H07 H1

1. if the lifetime of the tire has pdf f(x) = \e ™, x > 0,
then the expected lifetime, %, is at least greater than
22000.

Ho - vs H :

2. decide whether s > ug, where 4, and g are the
means of the two populations
Ho - vs H :

3. whether p, the parameter of a binomial distribution is
greater or equal to 0.9.

Ho - vs H; :

4. W E MMt coffee HE %/ 300 g.
Ho - vs H; :




Hypotheses Testing

> [REIERIETE MR B RAE R ~ TR Al
LR e SRR R R VR — A B R R A -
FER I BE AR o B Rl B - B AR R
DIAETE B S R A o

AR R TIRIRAIBAEF - S H M ERGEL
Ho: null hypothesis (& ZE %)
H,: alternative or research hypothesis(%f 37 2% ~ #F50MH

) °

FIRERYAS A
1. B R GET IR A s Hy & E (reject Hy and
accept H;) °
2. A RABISET TR I Hy % E (do not reject

(Eail A raicart roatainl H. Thao Aata Ancen’t nravida



Hypotheses Testing

> B RRRE B E BURE R 1 S B SRR B A Ho T 4%
SHy o BAMEEVARERA Ho Mo 48 IERE » U ANEETEST
,_E: o
R PRI T B Ho REEIL T, Bl M
J& R T o
R Ho R B, WERBI MW E R AT REME: » AR ERHE M F
T (BERIES) - APHE HoRIBEGEERRR - Bt AITEE H,.

Rl R i e O THEEERE D (significant test)



simple and composite hypothesis

Ho:p=166vs H; : u > 166,
H; : pn < 166 or
Hy :u # 166

If w contains only one point, i.e., if w = {0 : 0 =60y} then
Ho is called a simple hypothesis which completely
specifies the null distribution. We write it as Hyp : 6 = 6.

Otherwise, if it does not completely specify the
distribution. It is called composite hypothesis.



Test Statistics
Test Statistics: T(X),

a function of a set of i.i.d. random variables Xj, ...

which follow some distribution F(x, 0).
Such as X or S? etc.

Or a pivotal quantity for the test statistic



Significance level of the test
We defined an event with samll probability.

When H, is true, the probability of an extreme event such
as that {X > ¢} is very small. If {X > c}, we will reject the
null hypothesis.

This small probability is called the significance level of the
test, denoted by «.

P(X > c|Hy : p = 160) = o

Thus the hypothesis testing is also called the test of
significance.



Rejection Region
If X > ¢, then we will reject Hy. T

{X > c} is called the rejection region, RR (or critical
region) denoted by R.

Note that critical value is defined before (ex-ante) we
collect the data.

We will make the decision by comparing x with ¢



Decision rules

we use data (random sample) to test if the data provides
significant evidence to reject the null hypothesis.

If X > creject Hy

A test of hypotheses is a rule, or decision, based on a
sample from a given distribution to show whether the data
support our hypothesis.



Decision

Data:
If X > creject Hy

Normally, the conclusion is either

1. Reject Hy and conclude that H; is true, or
2. Do not reject Hy

Remark:

Note that, we don’t say we“accept” Hy, because it implies
stronger action than is really warranted. We can’t find
enough evidence to reject Hp but it does not mean that H,
is absolutely true.



Example: 7.2-1

Test if X, the breaking strength of a steel bar.
X ~ N(50,36) or X ~ N(55,36). We want to know if new
method increases the mean of the strength to 55.

Draw sample and test if they are from normally distributed
populatioin with mean 55.



Example: 7.2-1

Test if X, the breaking strength of a steel bar.
X ~ N(50,36) or X ~ N(55,36). We want to know if new
method increases the mean of the strength to 55.

Draw sample and test if they are from normally distributed
populatioin with mean 55.

1. two hypotheses: Hy : ©=50vs H; : © =55
2. test statistic: X

3. Decision rule: If X > 53, we will reject Hy.
Rejection Region R = {x > 53}



Example: 7.2-1

Test if X, the breaking strength of a steel bar.
X ~ N(50,36) or X ~ N(55,36). We want to know if new
method increases the mean of the strength to 55.

Draw sample and test if they are from normally distributed
populatioin with mean 55.

1. two hypotheses: Hy : ©=50vs H; : © =55
2. test statistic: X

3. Decision rule: If X > 53, we will reject Hy.
Rejection Region R = {x > 53}

Data: 16 random samples are drawn.
We observed x = 53.75, then we will reject Hp.



prob

0.05 0.10 0.15 0.20 0.25

0.00

Distribution for x.bar under HO




Example: The significance level of the test
The probability of a rare event when Hj is true.
The significance level of the test is
P(X > 53|Hp : X; ~ N(50,36))

X — 50 _ 5350
6/V/16 ~ 6/v/16

The significance level of the test given R = {x > 53} is
a =0.02.

P( )=P(Z >12/3) = 0.023

20



Type | and Type Il error probabilities
Probability of making a wrong decision:

There are two types of errors that can occurs.

Our decision
Reject Hy Accept Hy
Actual Hy is true | Type | error good
situation | H, is false good Type Il error

Probabilities associated with the two incorrect decisions
are denoted by type | and type Il error probabilities.

21



Type | and Type |l error probabilities

1. Reject Hy when it is true.
a = P( Type I error ) = P( reject a true Hp) =
P( reject Ho|Ho is true)

2. Fail to reject Hy when it is false (Fail to accept H,
when H; is true)
3 = P( Type I error ) = P( Retain a false Hp) =
P( retain Hy|H; is true)
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Test statistics |

Often we work with the distribution of T(X), pivotal
quantity for the test statistic, such as a standard normal, ¢,
X2, or F.

Pivotal quantity: a function of (data) observations and
unknown parameters whose distribution does not depend
on the unknown parameters

23



Test statistics Il
1. 1 X4, X ~ N(p, 02) with p is the unknown

parameter and o2 is some known constant, we have
X ~ N(u,0®/V/n),
X —p
o/v/n

2. If Xy, Xy ~ N(u, o) where 1 and o2 are unknown
parameters, we have

N(0,1)

X —p
S/vn

~tn-1)

24



Test statistics Il
3. Xi,---, X, ~Bernoullipand Y = X; +--- + X, we

have v/n
p(1—p)
n
4. Xy, , X, ~ N(u,0?) where p and o2 are unknown

parameters and let S2 = > (X; — X)?/(n—1).
(n—1)82

o2

W= ~ x3(n—-1)

25



Test statistics IV

Based on the distribution of the test statistic we define the
Critical value t*, such as

Z,, by, X2, or F, and

construct the decision rule (rejection region) for a given
the significance level of the test a.

26



Critical value for a=0.05
EX: P(Z > 1.645) = 0.05, Zzp05 = 1.645

dnorm(x)

0.4

0.3

0.2

0.1

0.0

standard Normal

crtical value1.645
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The procedure

1. Specify the null and alternative hypotheses.

2. Specify the significant level of the test a. (control the
Type | error)

3. Define a test statistic T(X) and its distribution under
Ho

4. Decision rule: obtain the rejection region
R={x:T(x)e R(6)}

5. Obtain the data and calculate the value of the test
statistic T(x) (Topg)

6. Conclusion: If the test statistic T(x) € R(6o) reject Hy
and conclude that there is strong evidence to reject
the null hypothesis at the significant level «

28



Example (n=16, x = 53.75)

1. Hypotheses: Hy: 4t =50vs H; : =55
2. Given o = 0.05 (Significance level of the test)
3. Test statistic:
B X —50
- 6/V/16
4. Decision rule: if Zypg > Zo.05s = 1.645 (critical value)
Reject Hy
5. Data x = 53.75 we have

53.75 - 50
ZObS - 6/4 =

~M N(0,1)

2.5

6. Becuse zypng = 2.5 > 1.645
Reject Hy : =50 at a = 0.05.

29



Probability value (p-value) of the test

When H; is true, the probability that the test statistic is
equal to or exceeds the actually observed value toward
the direction of the alternative hypothesis.

Tail-end probability under H, toward H;.

3.75

P(X > 53.75|H,) = P(Z > 5/4 ) =

#(2.5) = 0.006

X ~H N(50,36/16)
The p-value of the test is 0.006.

Small p-value provides evidence to reject the null
hypothesis H, given the data.

30



Decision rule

If the p-value of a thest if as small or smaller than the
significance level of a test, a, we say the the data are
statistically significant at an « significant level.

The p-values : if p-value < « reject H, at significance level
[O'H

(We don’t need to find different t* for different significance
level a.

31



Decision rule

If the p-value of a thest if as small or smaller than the
significance level of a test, a, we say the the data are
statistically significant at an « significant level.

The p-values : if p-value < « reject H, at significance level
[O'H

(We don’t need to find different t* for different significance
level a.

Recall: Decision rule by critical value

if T(x) € R(6y) reject Hy at significance level .
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dnorm(x)

0.4

0.3

0.2

0.1

0.0

standard Normal

crtical value1.645 >

-4

T
0

X
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Power

Power=P(Accept H; when H; is true)

Power=1 — 3, 1 — 3 is defined as the power of the test.
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«, 3 and Power
Example (Ex 7.2-1)

Let X be the breaking strength of a steel bar. Hy : i = 50
vs Hy : n =55 Given C = {(x1,--- ,X,) : X > 53} or

C = {X : X > 53} Data: n=16, what are the type | and
type Il error probabilities?

N(50,36/16) under Hy : 1 =50

X ~
X ~ N(55,36/16) under H; : y = 55

34
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«, 3 and Power
Type | error rate = 0.0228
Type Il error rate = 0.0912

The significance level of the test a« =0.0228.

The power of the test is 1 — 5=0.9088.
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The relationship between « and 3

0.10 0.15 0.20 0.25
| | | |

0.05
|

0.00
|

1. T 1 T T T T T T T T T T T 1
45 47 49 51 53 55 57 59



