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Statistical Inference : Confidence Intervals



Population: the form of the distribution is assumed known,
but the parameter(s) which determines the distribution is
unknown

Sample: Draw a set of random sample from the population
(i.i.d)

Point estimation (MME, MLE)
Confidence Intervals:

» Confidence intervals for a population mean
» Confidence intervals for difference between two means
» Confidence intervals for variances

» Confidence intervals for proportions

v

Sample Size



Confidence intervals for the mean of a
single population

ClI for

1. A set of random sample (i.i.d) from a normally distributed
population.
(i) when the variance o2is known.
(i) when the variance o2 is unknown.

2. Sample is NOT from a normal distribution.

(a) When n'is large (CLT X~ — N(0,1))
(b) When n is less than 30 and underlying distribution is less

normal—Non-parameter methods



Cls for 1« when the variance o is known

Assume the population X ~ A(u, 02) where 02 is known. We
draw a set of random sample of size n, let X be the sample
average, and we can work out the probability that the random
interval

[X - X+ Zoja(—

Za/2(\/—) ﬁ) ]

contains the unknown mean pis 1 — q, i.e.,

PL<pu<U)=1-«

[L, U] is a set of random intervals that contains p with
probability 1 — «;

If we replicate the sampling process 100 times, we have 100
different confidence intervals. It should be true that about
95% of them would contain the population mean .
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Once the sample is observed and the sample average is
computed to equal to X, we call the interval

(X 202 =) ]
a 100(1 — @)% confidence intervals for the unknown mean
pi. We are 100(1 — a)% confidence that [x & z,/2(7)] will
contain p

sample size n
confidence coefficient 1 — o



Example

Assume the population X ~ A(u,81), we draw a set of
random sample of size n = 10, and have

60.50 66.18 48.10 41.21 53.66 30.49 54.80 56.04
43.48 42.41

Find a 95% confidence interval for p.



Example

Assume the population X ~ A(u,81), we draw a set of
random sample of size n = 10, and have

60.50 66.18 48.10 41.21 53.66 30.49 54.80 56.04
43.48 42.41

Find a 95% confidence interval for p.

[x£1. 96( )] = [44.71,55.87] is a 95% confidence interval
for .

For a particular sample and X was computed, the interval
either does or does not contain the mean p. We can't say
there is 95% chance that the p will fall between 44.71 and
55.87. We can only say that we have 95% confidence that the
population mean will fall between [44.71, 55.87].

(we provide information about the uncertainty of the estimate)



Cl for i« when o2 is also unknown.

Recall: T-distribution According to the definition of a T
random variable: Z ~ A/(0,1) and V = x?(r), Z, V are

independent
Z

VV/r

has a t-distribution with r degrees of freedom.




Recall: Normal and y? distributions

Given Xi,- -, X, is a random sample from a N/ (p, 0?)
distribution where i and 02 are unknown parameters, let X be
the sample average, and S = >_(X; — X)?/(n — 1) the
sample variance. Define W = (n — 1)5?/5? (ie sum of squares
divided by o2, then W is a chi-square distribution with

r = n — 1 degrees of freedom. That is

(n—1)S2

— 2
W_ 2 NX(n_l)

g

E(W)=2(r/2) =r, Var(W) = 4(r/2) = 2r. Thus a random
variable W ~ x?(v) have mean v and variance 2v and the

mgf of W is M, (t) = (ﬁ)j, t<1/2



Cl for i« when o2 is also unknown.

We have _ —
N e S L S
NSRS

have a t distribution with r = n — 1 degrees of freedom (recall
many properties of t-distribution?)

Random Intervals

[X — taaln— 1)( )X+ta/2(n—1)(%>1

=

10



Cl for i« when o2 is also unknown.

We have _ —
VX - le Xy
NSRS

have a t distribution with r = n — 1 degrees of freedom (recall
many properties of t-distribution?)

T =

Random Intervals

[X — tup(n— 1)(%),% toa(n — 1)(%) 1

Once a random sample is observed, we compute X and s and

[X % toj2(n — 1)(%)1

is a 100(1 — )% confidence interval for p.
10



Cls for difference of two means

Two independent normal distributions

1. When both variances are known.

2. If the variances are unknown and the sample sizes are
large
3. If the variances are unknown

(a) assume common unknown equal variance
(b) unequal variance

(i) sample sizes are large
(ii) sample sizes are small

Paired data, Match data, dependent data

11



Both variances are known

Two independent random samples of sizes n and m from the
two normal distributions

X1, 03 Xo ~ N(pix, 0%), and Yo, -+ Yo ~ N(py, 0%).
Then we have X ~ N (ux,0%/n), and Y ~ N (uy, 02 /m).
Let W = X — Y, then

2 52

o
W~ N (pux — py, = +-7)
n m

12



Both variances are known

Once the samples are drawn

0'2 0'2
}_)_/iza/2 7X+_Y

is a 100(1-a))% Cl for ux — py

13



Sample sizes are large and variances are
unknown

We replace variances with the sample variances s, s¢ where
they are the values of the respective unbiased estimates of the
variances.

That is
2 2
s sy

X~ Y % Zaso TXJFE

is an approximate 100(1-«)% CI for pux — py

14



Sample sizes are small and variances are
unknown

a. Assumed common variance

Estimate for the common variance: equal variance

2 2 2
Ox =0y =0

Denote
o (1=DS3+(m-1)S}
P n+m-—2

which is an unbiased estimator for the common variance o?2.

15



Estimate for the common variance

Since the random samples are from two independent normal
distribution with common variance , we have

(m—1)S§
2

1=D% 2n-1), ~(m— 1)

g (o

and they are independent. Thus

(n—1)S2 N (m—1)S%

> ~x(n+m—2)

U=

o2 o

and E(U) = n+ m — 2, thus we have E(S}) = ¢°

16



(a). Common variance assumption

we have L
7 — X =Y = (x = py)
o?(t+ 1)
but we don't know o2 so we have
Z X =Y = (= py)l//o2(1/n+1/m)

e W;w "2 /(4 m =2
X =Y — (px — py)
V1SS (14 1y

has a t-distribution with r = n 4+ m — 2 degrees of freedom.

A 00(1 — @)% Cl for ux — py is

1 1
_ytt, o) /2(= 4+ =
X—y s(n+m—2) sp(n+m) )



(b) not equal variances

:Y_V_(,UX_HY)

\V/S%/n+5%/m

1. If n and m are large enough and the underlying
distributions are close to normal -> use normal
distribution to construct a Cl

2. *If n.and m are small -> approximating Student’s t
distribution has r degrees of freedom (Welch t) where

1 2 1— 2 2
R —I-( ) and ¢=—5+—"—5— sX/n2
r n—-1 m-1 sx/n+ sy /m
(sk/n+ sy/m)?
S1(s%/n)? + (% /m)?

If r is not an integer, then we use the greatest integer in r,
i.e., [ r]| the “floor” is the number of degrees of freedom

r =

18



We have

7—)7:*: ta/g(r)

is a 100(1-a)% Cl for ux — py-.
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Paired (Match) samples

X; and Y; are measurements taken from the same subject. X;
and Y; are dependent random variables.

Let (X1, Y1), -+, (Xn, Ya) be n pairs of dependent
measurements.

Let D; =X;—Y;, i=1,---,n. Suppose D; can be thought of
as a random sample from N(MD,JD) where pp and 02 are
the mean and standard deviation of each difference.

20



To form a ClI for pux — py, use

TZE—HD
Sp/v/n

where D and Sp are the sample mean and sample standard
deviation of the n differences. T is a t statistic with n — 1
degrees of freedom.

Thus the Cl for up = pux — py is

d + tyo(n—1)"2

Vn
where d and sp are the observed mean and standard deviation
of the sample. (this is the same as the Cl for a single mean).

21



Confidence intervals for variances

Recall : Chi-Square distribution
Given X, -, X, is a random sample from a N/ (p, 0?)
distribution where 1 and o2 are unknown parameters and let

S? = Y00X = X)/(n 1)

W:w ~ x3(n-1)

o

22



chi-squared R.V.s

Chisq distribution

dchisq(x, 3)

0.00
|

23



Example: chi-squared distribution

Let S? be the sample variance of a random sample of size 6 is
drawn from a N(u, 12) distribution. Find
P(2.76 < 52 < 22.2)

24



Example: chi-squared distribution

Let S? be the sample variance of a random sample of size 6 is
drawn from a N(u, 12) distribution. Find
P(2.76 < 52 < 22.2)

Let W = 220", then W ~ y2(5),
So P(2.76 < S?2 - 22.2) = P(15—2(2.76) < (n_012)52 <
5(22.2)) = P(1.15 < W < 9.25) and

P(2.76 < S2 < 22.2) = P(W < 9.25) — P(W < 1.15) =
pchisq(9.25,5) — pchisq(1.15,5) = 0.85.

24



CI for variance o2

Let Xi,---, X, is a random sample from a N(u, 0?)
distribution, find the 100(1 — «)% Cl for o2

25



CI for variance o2

Let Xi,---, X, is a random sample from a N(u, 0?)
distribution, find the 100(1 — «)% Cl for o2

Select constants a and b from x?(n — 1) such that

(n—1)S? <

P(a < 5 <b)=1-a

o

we select a = X3, ,(n—1) and b= x2 ,(n—1), and we have
a < 1 < b )

(n—1)82 ~— 02 — (n—1)8?

(n—1)$? Py (n— 1)52)
b -~ a

l—-a = P(

The probability that the random interval
[(n —1)S%/b, (n — 1)S?/a] contains the unknown 02 is 1 — a.



Example: ClI for variance

Xy, X1z ~ N (i, 02), we have x = 18.97 and
S0 (x — X)? = 128.41 find the 90% Cls for 0.

From chi-squared table we have x2:(12) = 5.226 and
X3 05(12) = 21.03 (5 quantile and 95 quantile from a
chi-squared distribution with 12 degrees of freedom
respectively).

A 90% Cls for 02 is

128.4 128.4
—, ——— | =[6.11,24.
[ 21.037 5.226 611, 24.57]

26



Example

Given Xi,---, X, is a random sample from a Exponential(\)
distribution (mean=1/X).

1. Let W= 2)\ZX,-, show W ~ x2(2n) (hint: use
i=1
Moment generating function)

2. Find a 90% Cls for \.

27



Cl for the ratio of variances

Recall: F distribution

Wy ~ x%(v1), Wa ~ x*(v2) and Wi, W, are independent
random variables. Then a random variable F which can be

expressed as
. W1/V1

o WQ/VQ
is said to be distributed as a F distribution with degrees of
freedom v; and vy, denoted by F(vi, v») or F, .,

F

28



df(x, 3, 9)

01 02 03 04 05 06 07

0.0

F (d1, d2) distribution

w o ©

10
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F-distribution
Reciprocal of an F

Let the rv. F ~ F(vi,v) and let Y =1/F. Then Y has a
pdf.

dF
fly)" = g(F)l4-
v) T
V1V1/2y1—(v1/2)V2V2/2y(V1+V2)/2 l
B2, 5)(vy + )T 2
V1/2 V2/2 (V2/2)—1
— Wt Y y €10,00)

B3, )i + vay) a2

Thatis if F ~ F(v;,w) and Y =1/F, then Y ~ F(w, ;)

30



Cl for 0% /0% from two ind. Normal

Given S%,S% are unbiased estimates of %, 0% derived from
samples of size n and m , respectively, from two independent
normal populations. Find a 100(1 — )% Cl for 0% /0%.

31



Cl for 0% /0% from two ind. Normal

Given S%,S% are unbiased estimates of %, 0% derived from
samples of size n and m , respectively, from two independent
normal populations. Find a 100(1 — )% Cl for 0% /0%.

(n—1)S%/ok ~x*(n—1) , (m=1)53 /0% ~ x*(m —1)

m—1)52
O (m 1) 5202

oSt (n—1)  Sk/ok
o1

follow a F distribution with degrees of freedom (m — 1) and
(n—1)ie,
Sv/oy
Sk/o%

~F(m—-1,n-1)

31



Sy/oy

So we select ¢ = F1_y/2(m—1,n—1) and
d=F,;p(m—1,n—-1), and

T S%/o%
That is S ) 52
Plc2X <« 2X g 2Xy_1_
Cgg=ig)=t

32



Sy/oy
Sk/o%

~Fm—-1,n-1)

So we select ¢ = F1_y/2(m—1,n—1) and
d=F,;p(m—1,n—-1), and

2/ 2
P(C<M<d):1—a

- Si/ox T
That is S ) S
Pex<X<dZ)=1-a
Sy Oy Sy

Often from table we have
c=F_qp(m—1,n-1)=1/F,(n—1,m—1) and

d = Fopp(m—1,n—1), let s7 and s be the realization of S}
and S2, then a 100(1 — «)% Cls for 0% /0% is

1 2 2

Sx Sx
X Fop(m—1,n—1)%
Fojo(n—1,m—1)s3’ a(m 4 )sf,]

32



Example

From two ind Normal with unknown means and variances, we
have (12)s% = 128.4 from a random sample of size 13 and
(8)s3 = 36.72 from a random sample of size 9. Find a 98%
Cls for 0% /0%.

33



Example

From two ind Normal with unknown means and variances, we
have (12)s% = 128.4 from a random sample of size 13 and
(8)s3 = 36.72 from a random sample of size 9. Find a 98%
Cls for 0% /0%.

Sv/o%

Sk/o%
From F-table we have fy0;(12,8) = 5.67 and
Fo.01(8,12) = 4.50, so a 98% Cls for 0% /0% is

~ F(8,12)

1 ,128.4/12 128.4/12
[ (557) 36.72/8 - (4:50) 36.72/8 ]
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Confidence intervals for proportions (p)

Estimate proportions. Construct a Cl for p in the Bin(n, p)
distribution.

Assume that sampling is from a binomial population and hence
that the problem is to estimate p in the Bin(n, p) distribution
where p is unknown.

recall:

Given Y is distributed as Bin(n, p), an unbiased estimate of p

is p= %
. Y
E()=E(—)=p
and

34



Confidence intervals for proportions (p)
For large n,
Y—np _ (Y/n)—p
np(1 - p) p(1—p)/n
can be approximated by the standard normal N/(0,1).

Thus an approximate 100(1 — «)% Cl for p is obtained by
considering

(Y/n)—p
p(1—p)/n

P(—Za/z < < Za/g) =1—«
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Confidence intervals for proportions (p)
For large n,
Y—np _ (Y/n)—p
np(1 - p) p(1—p)/n
can be approximated by the standard normal N/(0,1).

Thus an approximate 100(1 — «)% Cl for p is obtained by
considering

(Y/n)—p
p(1—p)/n

Replace the variance of p = Y /n by its estimate p(1 — p)/n,
giving a simple expression for the Cl for p is

f)(l_f))]:[% + Za/g\/(Y/n)(l_Y/n)]

n n

P(—Za/z < < Za/g) =1—«

[ﬁ + Za/2

35



Example

Assume Y ~ Bin(n, p), we have n = 36 and y/n = 0.222, find
an approximate 90% Cls for p

Poll n =351 and y = 185 say yes, find 95% Cl for p?

36



Example

Assume Y ~ Bin(n, p), we have n = 36 and y/n = 0.222, find
an approximate 90% Cls for p

[0.222 + 1.645\/(0'222)(;6_ 0.222) ]

Poll n =351 and y = 185 say yes, find 95% Cl for p?
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Example

Assume Y ~ Bin(n, p), we have n = 36 and y/n = 0.222, find
an approximate 90% Cls for p

[0.222 + 1.645\/(0'222)(;6_ 0.222) ]

Example

Poll n =100 and y = 51 say yes, find 95% Cl for p .41, 0.61

Poll n =351 and y = 185 say yes, find 95% Cl for p?
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Cl for difference of two proportions

37
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Sample Size for proportion

HHEN G REBUNEREEETRN - RiERw
T TWEERNE=  AREFALADEMAA &I
205 DL AR EE R R » TE95% IS O/KHE T » s 2=
RIEE328 7 E o 1 kn?
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Sample Size for proportion

HHEN G REBUNEREEETRN - RiERw
T TWEERNE=  AREFALADEMAA &I
205 DL AR EE R R » TE95% IS O/KHE T » s 2=
RIEE328 7 E o 1 kn?

20025 = 1.96 and (1.96)4/(281=063) _ ¢ 032
we have n = (0.63)(0.37)(1.96)> /0 0322 = 864
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Sample Size for proportion

HHEN G REBUNEREEETRN - RiERw
T TWEERNE=  AREFALADEMAA &I
205 DL AR EE R R » TE95% IS O/KHE T » s 2=
RIEE328 7 E o 1 kn?

20025 = 1.96 and (1.96)4/(281=063) _ ¢ 032
we have n = (0.63)(0.37)(1.96)%/0.032> = 864

The maximum error of the estimate for 98% confidence
coefficient is 0.01 for p = 0.08, find the n

40



Sample Size for proportion

HEREA LT REEGW SR ET R KR4 n%izn
T TWEEASNEE » AREFALADE ML &
205 LA FAORER R » 7E95%H(E D/KIETR » TEW@%%%%
RIEE328 7 E o 1 kn?

20025 = 1.96 and (1.96)4/(281=063) _ ¢ 032

we have n = (0.63)(0.37)(1.96)/0.0322 = 864

The maximum error of the estimate for 98% confidence
coefficient is 0.01 for p = 0.08, find the n

Zp01 = 2.326 and (2.326) m — 001
we have n = (0.08)(0.92)(2.326)2/0.012 = 3982
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unknown p

For estimating p, we have p*(1 — p*) < 1/4. Hence we need
n = 2.326/(4 % 0.01%) = 13530

for the maximum error of the estimate for 98% confidence
coefficient is 0.01.

95% confidence coefficient for € = 0.01, we have n = 9604

95% confidence coefficient for € = 0.03, we have n = 1067

41



Sample Size and Cls for given p

The 95% CI for the proportion of people of supporting A when
there is 51% people support A in polls of 100, 400 or 10,000
sample.

[0.41, 0.61], [0.46, 0.56], [0.50, 0.52]

[0.51 4 0.1], [0.51 + 0.05], [0.51 = 0.01]

42



Sample Size for mean

100(1 — «)% Cl for p is [X + z,/2(c/+/n)]. Denote such
interval as X & €. we sometime call € = z,/,(c/+/n) the
maximum error of the estimate

where it is assumed that o2 is known.
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Example

we want the 95% Cls for i to be X &1 for a normal population
with standard deviation ¢ = 15, find the sample size.

44



Example

we want the 95% Cls for i to be X &1 for a normal population
with standard deviation ¢ = 15, find the sample size.

15

1.96(ﬁ) =1

we have n ~ 864.35 = 865.
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Example
we want the 95% Cls for i to be X &1 for a normal population

with standard deviation ¢ = 15, find the sample size.

15

1.96(ﬁ) =1

we have n ~ 864.35 = 865.

The 80% Cls for y is X 4= 2, then we have

1.282(%) =2

where z5; = 1.282 and thus n = 93
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Pivotal quantity |

A very useful method for finding confidence intervals uses a
pivotal quantity.

What is a pivotal quantity? A pivotal quantity is a function
of data and the unknown parameter, say g(X, ), and the
distribution of g(X,#) does not depend on the unknown
parameter.

Example

Given X, - -, X, is a random sample from a N (p, 0?)
distribution.

45



Pivotal quantity Il

X —
1. When o is known, Z = is a pivotal quantity.
o/f
Z ~N(0,1)
2. When o is unk TX_ ivotal tit
: en o is unknown, T = is a pivotal quantity
S/v/n

where S is the sample deviation. T ~ t(n—1)

3. W= (n—-1)§%/0? is a pivotal quantity. W ~ x?(n—1)

Y ~ Bin(n, p), ¥/m—p N(0,1)
p(1—p)
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