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Conditional Probability and Bayes’ Theorem

Material Vocabulary

1. conditional (i i ), 2. probability (#% %), 3.
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WHEM(;;@;;; ;ﬂm : outcome (4 %), 4. sample (# ), 5. event (¥ %), 6.
occur (% 2 ), 7. equally likely (35 %), 8. fair (=~ &+ ), 9.
rescale (£ #734 &), 10. underlying (#...2. 7)), 11.
shrunk (f{ﬁ/}/shrink gds iE 4§V ), 12,

denominator (4 # ), 13. numerator (4 3 ), 14.

freestyle stroke (p ¢ 3%), 15. backstroke (¥ 3%).

lllustrations |

Let’s recall what we have learned from book 2 as follows.

1. An experiment is a repeatable process that gives rise to a number of

2.A space is the set of all possible outcomes of an experiment.
3. An is a collection (or set) of one or more outcomes.
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The probability of an event is the chance that the event will as a result of an
experiment. Where outcomes are , the probability of an event is the number of
outcomes in the event A divided by the total number of possible outcomes in the sample space S.

Number of equally likely outcomes n(A)

P(event)= =
( ) Total number of possible outcomes  n(S)
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For example, a dice is rolled, where the sample space is {1,2,3,4,5,6}, and event A is

“the numbers rolled are greater than 3, which is {4,5,6} .” So, the probability of event A is %z

N | =

1
However, if the die is rolled and lands on an even number, is the probability still the same as 5 ?
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Consider t rolling a fair die and the events A and B, as defined below.
A: the outcome is an even number (2, 4, or 6)
B: the outcome is greater than 3 (4, 5, or 6).

See figure 1, we knew that the outcome is an even number (event A has happened) so we

have a conditional probability which is not the same as P(B) . We are looking for the probability

of B given A has happened so we divide n(BNA) by n(A) to the probability of event A
, n(BNA) , _
to n(S). So, P(B given A) :W =—. You can think of it as the sample space S
n
“ ” to the set A.
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Figure 1
The probability of B given A, written P(B|A) , is called the conditional probability of B given

Aandso: P(B|A) :M. Divide both the denominator'? and the numerator'® by n(S),

n(A)

then we have

P(BlA)= =

FpEtg rn(S) - @

Note:

Conditional probabilities are usually written using the symbol “|” to mean given that. We

read P(B|A) as “the probability that B occurs, given that A occurs.”
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Examples |

Two children are selected at random from a group of five boys and seven girls. Find the

probability that the second child selected is a boy, given that the first child selected is also a boy.




Solution

Let B stand for the event “the second child selected is a boy” and A the event “the first child
selected is also a boy.” If a boy is selected first, then the second child is selected from four boys

and seven girls.
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P(B|A):E
Examples Il
A class of students were each asked whether they can swim in the and
whether they can swim in the . There are 28 students who can swim in the freestyle

stroke, 20 students who can swim in the backstroke, and 12 students who can do both. Find the

probability that a randomly selected student can:
(1) swim in the backstroke, given that they can swim in the freestyle stroke.
(2) swim in the freestyle stroke, given that they can swim in the backstroke.
Solution

Let A be the event “a selected student can swim in the freestyle stroke” and B be the event

“a selected student can swim in the backstroke.”

n(A)=28, n(B)=20, n(AnB)=12

(1) The probability that B occurs, given that A occurs is

-

(2) The probability that A occurs, given that B occurs is

n(AnB) 12 3

P(AlB)= n(B) 20 5
Material Vocabulary
16. independent (& = £1), 17. indicating (% /* ), 18.
somrommn dependent (i% ¥f =)
lllustrations Il
Two or more events are if the occurrence of each event does not affect the




occurrence of the other. For instance, suppose A and B each roll a fair die.
Event A: Person A rolls a 6.
Event B: Person B rolls a 6.
The occurrence of Event A does not affect the occurrence of Event B, and vice versa.
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Another example, roll a fair die once.
Event A: rolling a prime number.
Event B: rolling a 2 or 3.

So, we have A={2,3,5}, B={1,2} and AnB={2}, and

(i) probability of B : P(B) :%:%;

(ii) the probability that B occurs, given that A occurs is: P(B|A) :—n(A(:)B) :é'
n
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According to (i) and (ii), we get P(B) :P(B|A) . That means the occurrence of A does not
affect the probability that B occurs. We say A and B are independent events.
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Moreover, if we define event C be “rolling a 2, 3 or 4,” then we have AnC = {2,3} and

P(C):%:%. However, P(C|A):%:§. This demonstrates that P(C);tP(C|A),
that the occurrence of A affects the probability of C occurring. We say A and C are
events.
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When A and B are independent events, and P(A)>0, we can write the definition using the
multiplication rule of conditional probability: P(AnB)=P(A)P(B|A)=P(A)P(B). Particularly,
when P(A)=0, P(ANB)=P(A)P(B) still holds.
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P(ANB)=P(A)P(B|A)=P(A)P(B) -
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Examples Il

Toss a fair coin three times. Consider the following events:
Event A: At least two heads.
Event B: Same side for three times.

Are events A and B independent? Justify your answer.

Solution

. . 4 1 2 1 1

From the info of the question, we have P(A)=—==, P(B)====and P(ANB)==.
8 2 8 4 8

. 1 1 1 .
Since P(ANB) :E:EXZ: P(A)P(B),Aand Bare independent events.
Material Vocabulary
O oo asnseasn. 19. scenario (3% ), 20. partitioned (4 2), 21.
AR e mutually exclusive (7 &), 22. alternatively (& —?]z ),
23. marbles (383K), 24. sequentially (i& & ¥ ).




lllustrations Il

In a class with an equal number of boys and girls, where 40% of the boys and 60% of the
girls passed the language assessment. Select any student from the class. What is the probability

that the student passed the test, given that she is a girl? Consider the following events:

HET L4 ABcrd 94 Y f 400 B EHR 0 L4 60064 B E R o 5T
D EE- B o e W ER 0 VAR A R A ik L § e 9

Event A, : Select a boy.
Event A, : Select a girl.

Event B: Select a person who passed the language assessment.

Accordingly, we have
P(4,)=05, P(A,)=0.5, P(B|4,)=0.4, P(B|A,)=0.6.

We can represent this both on a Venn diagram and a tree diagram as Figure 2 shown.
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Gender Asscssement
S Results

Pass(B)
Bowm)<<:::
Fail(B))
Class
N\ 0.6 Pass(B)
As : Gmww<i:
Az 0 Fail(B)

Figure 2

The probability that the student passed the test, given that she is a girl is

0.5x0.6 _3_,
0.5x0.4+0.5x0.6 5




In the described above, we determine probabilities using Venn Diagrams and
Tree Diagrams. Moreover, we have the support of a fundamental theorem known as Bayes'
Theorem.

A sample space Sis into three by the events A, A, and

A, . The sample space also contains another event B. We can represent this on a Venn diagram as
Figure 3 shown.
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Figure 3
For event B in the sample space S,

P(B)=P(A, NB)+P(A,NB)+P(A,NB).
The conditional probability formula:
P(A NB) P(A, NB)

P(A/[B)= P(B)  P(A,NB)+P(A,NB)+P(A,NB)’

We can express each P(A,. mB) by applying the multiplication rules of conditional
probability:
P(A NB)=P(A)P(B|A), i=1,23.

So, the conditional probability can be written as:




o ()P (6]4)
(4l8) P(A,) (B|A)+P )P(BA,)+P(A,)P(B|A,)

Similarly, we can obtain P(A,|B) and P(A4,|B).
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Bayes’ Theorem

Let S be a sample space that is partitioned into n mutually exclusive events {Al,AZ,---,An} ,
with an additional event B contained within the sample space. If P(B) >0, then the conditional

probability of event A, (1<k<n) occurring, given that B occurs, is defined as

P(A)P(8]4,)

P(Ak|B):P( P(BlA,)+P(A,)P(B|4,)+--+P(A,)P(B

A,)
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Examples IV
A can contains 4 blue and 2 green marbles. Two marbles are drawn

without replacement, and its color is noted. Find the probability that:

(i) the second marble is blue;




(i) the first marble was green, given that the second marble is blue.
Solution

Let A be the event that the first marble is green and B the event that the second marble is
blue.

From the info, we have P(A)z% , P(A’):%, P(B|A):%, P(B|A’):§. We can represent

this both on a Venn diagram and a tree diagram as Figure 4 shown.

S First Second
4
A; A 5 Blue (B)
>, Green (A) <
: Not Blue (B)
Can
N Blue (B
s 5 Not Green (A <
Not Blue (B")
Figrue 4

(i) The probability of the second marble is blue.
P(B)=P(B|A)P(A)+P(B|A")P(A")

(ii) The probability of the first marble was green, given that the second marble is blue.

P(ANB)

P(“V‘)Zw

P(B|A)P(A)+P(BlA')P(A)
4 2
7X7
5 6
4.2 3 4
—X— 4 —X—
56 56
2

5
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