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Discrete Random Variables
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Random Variables

A random experiment is a process that can be repeated under the same conditions, and the
of the experiment is more than one. The specific outcome is not known
Example of random experiments include throwing a six-sided , a coin, or
drawing balls from a bag.
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(1) Throwing a Six-Sided Die: The outcome could be any number from 1 to 6, resulting in a total

of 6 possible results. #t— F 4+ > ¥ 5 11301,2,3,4,58568 > L5368 % -

(2) Tossing a Fair Coin Two times: The outcomes could be (heads, heads), (heads, tails), (tails,
heads), or (tails, tails), resulting in a total of 4 possible results. & — oA/ %53 =X » ¥ 5 &_

(E,E) (B, )~ (F, )& (F,F) 2544855 -

(3) Drawing a Ball from a bag that contains red balls and blue balls: The outcome could be either




red or blue, resulting in only 2 possible results. j£ ¥ &3 &g sfenf e oo 5k 5 ¥ iy
Aok 23288 % -
The outcomes of a random experiment can be a variety of things, such as real numbers,
(Tail, Head, ...) or symbols (“©” for Yes, “®” for No, ...). To make studying easier, we
can use a rule where each outcome of a random experiment is with a real number.
For example, considering the experiment of tossing a fair coin two times, and expressing an
interest in the occurrences of heads, then we can build a correspondence between the outcomes
and the number of times heads appear as follows.
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corresponding to The occurrences of
outcomes heads
(tails, tails) 0
(tails, heads)
1
(heads, tails)
(heads, heads) 2
The relationship that each possible outcome (i.e., the sample space) to one and

only one real number in a random experiment is called a random variable, usually denoted as X.

BT MW R T Bk (THRAZE) D - B EKE DI kb G
Hon R L XA

Consider tossing a fair coins two times, where we can 0, 1 or 2 heads. The number
of heads obtained in each trial, X, is a discrete random variable and Xe {0,1,2} .
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“X=0" represents “the event of heads appearing 0 times.”

“X =1" represents “the event of heads appearing 1 time.”

“X =2"represents “the event of heads appearing 2 times.”
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A discrete random variable is usually denoted by an letter, such as X, Y, or Z.
The values that the variable takes are denoted by letters, such as x, y, or z.
Sometimes are given X1, X2, X3, ... . Thus, P(X = x1) is the probability that the discrete
random variable X takes the value xi.
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Probability distributions

The probability mass function (PMF) is a relationship that defines the probabilities
associated with each possible outcome of a discrete random variable. The usual method of
display is by in a probability distribution table. The probability distribution also can

be represented in a line graph or in a bar chart. With the previous example of tossing a

fair coin two times, we have
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P(X =0)=P(tails, tails)=0.5x0.5=0.25
) =P(heads, tails) + P(tails, heads) =(0.5x0.5) +(0.5x0.5) = 0.5
P(X =2)=P(heads, heads)=0.5x0.5=0.25.

The probability distribution for X is displayed in the following table.

X 0 1 2
P(X=x) | 0.25|0.5| 0.25

Generally, for a random variable X, where all possible values are Xy, Xy o Xy and
P(X = x,.) =p, for i=1,2,...,n, we can tabulate the probability distribution as follows.
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From the properties of probability, the probability P(X = x,.) =p, has two characteristics: (1)

0<p <1,i=12,...,n(2) p,+p,+-+p, =1.

R S A A e 85 P(X=x)=p & TR A BT (1)0<p <1,
i=1,2,...,n (2) py+tp,+--+p,=1.

Discrete random variable may have a oran number of possible outcomes.
Consider that we keep throwing a fair six-sided die until we roll a 6, in which case the distribution
may be considered infinite.
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A infinite discrete random variable has infinite outcomes x1, X2, X3, ..., Xn, ... , With associated
probabilities p1, p2, p3, ... ,Pn,... , then the sum of the probabilities must equal 1. Since the

outcomes cover all possibilities, they are . We have
(1) 0<p, <1,i=1,2,3,....n, ...
(2) p,+p, +---+p, +---=1.
FREWREX P S XL, X2, X3, v, Xn e 0 8BRS F L p1, p2, P3, e P 0 R
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(1) 0<p, <1,i=1,2,3,....n, ...
(2) p,+p, +---+p, +---=1.

A well-known example of an infinite discrete random variable in the Poisson
distribution (Ex: The number of in a wire cable can be modeled by the Poisson
distribution with a rate of 1.5 defects per kilometer. Find the probability that a single
kilometer of wire will have at least 5 defects), while the study of discrete random variables in this

chapter will limited to finite cases.
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A bag contains 2 white balls and 3 red balls. Balls are drawn one at a time without
replacement?® until a red ball is drawn. The random variable X represents the number of balls
are drawn.

(1) Find the probability distribution of X.

(2) Find the value of P(x<2).

Solution
(1) Let X=1 represent the number of balls drawn as 1, and its color is red. The probability is

P(x=1)=§.

Let X = 2 represent the number of balls drawn as 2, with the first ball being white and the
second ball being red. The probability is

2 3 3
P(xzz)zng:E.

Let X = 3 represent the number of balls drawn as 3, with the colors being white, white, and

red in that order. The probability is

Due to the scenario® of having only two white balls in the bag, It is for certain that the third

draw will be a red bal; that is x <3, which gives the following probability distribution

batisare crawnx| 1 |2 |3
P(X =x) 3131
5110 | 10
3 3 9
(2) P(xsz)zp(x=1)+P(x=2)=E+E=E.
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To the probabilities of the various possible outcomes, we can compare the

probability distributions by calculating measures of and a measure of
. The most useful measure of central tendency is the mean or expectation of the random
variable and the most useful measure of spread is the variance.
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that when an experiment has n results, m;, m,,..., m_, with associated the
probabilities p,, p,,..., p, its expectation is given by
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Similarly, the expected value or the expectation of a discrete random variable X is obtained
by adding the products of each possible values, x,, x,,..., x,, multiplied by their corresponding
probabilities.
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The Expectation

Let X be a random variable assuming the values x, x,,..., x. with corresponding

probabilities p,, p,,..., p, The mean or expectation of X is defined by

E(X)=X1p1+xzp2+...+xnpn:Zn:x’.p,., X X, | X% |- | X,
i=1 P(X:X) pl pz pn

where the probability distribution is shown on the right.

If it is an infinite discrete random variable X, then
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E(X):lel +X,P, +"'+ann+'“:zx"p"'
i=1

Before introducing the concepts of the variance and the standard deviation, let’s review

mean and variance: there are 6 figures, 4,5, 7, 5, 4, 5, the mean is
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2 3 1
=4x—+5x—+7x—=5
6 6 6

Recall that when an experiment has n results, m,, m,,..., m_, the variance is
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Observing these 6 figures, there are 3 values: 4, 5, and 7, each appearing 2, 3, and

2 3 1
1 times accordingly. This means they are associated with probabilities of Py and —,

6

respectively. Thus, the mean of these 6 figures can be as the expectation of a random
variable X. Moreover, the variance of these 6 figures is
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o%:éﬂ4—5f4{5—5f+(7—5f+(5—5f+(4—5f+(5—5f}
:%U4—5fx2+(5—5fx3+(7—5fx1}
2 2 3 2 1
=(4-5) x=+(5-5) x=+(7-5)" x—=1
(a-5) % (5-5) x>+ (7-5) x
Hence, following the concept of expectation, where each value is multiplied by its

probability, we add the product of the squared deviation multiplied by its corresponding

probability. This is denoted as the variance of the random variable X.
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Variance and Standard Deviation

If X is a random variable with mean E(X)=p, then the X x, | x,

variance of X, denoted by Var(X)=0", is defined by P(X=x)|p | P,

n

VGI‘(X)Z(Xl _H)Z Py +(X2 _u)zpz +"'+(Xn _U)Z p, ZZ(X,' _U)Z p;
i=1
or

2
Var (X)=xp, +X,°p, +++-+ X,/ p, = = D_xp, - (inpi] :
i=1 i=1
Beside, o = Var(X) is the standard deviation of random variable X.

The probability distribution is shown on the right.

The second version of the variance is often written as E(XZ)—[E(X)]2 , Which can be
remembered as “the expectation of the squares minus the square of the expectation.”

grgc v SE(XC)-[EX)] cem T aRnzET S .

Also, if it is an infinite discrete random variable X, then

i > § BB X PG &5 BRF

Var (X)=(x, —u)2p1+(x2 —u)zp2 +--+(x, —u)zpn +oe= D (x, —u)zp,. .

When calculating the expectation and variance of a discrete probability distribution, you will

find it helpful to set your work out systematically in a table.
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The random variable X is given by the sum of the scores when two

thrown

(i) Find the probability of X.

(ii) Find £(X)=u and Var(X)=0".

(iii) Find the values of P(X <p), P(X>p+o) and P(|X —p|<20)

Solution

(i) The table shows all the possible totals when the two dice are thrown.

First die

213|456

1 3l4|5|6]7

2 4156 |7]|8
o
©

2|3 s|e6| 78109
C

S |4 6|7 |8|9]10
(]
w

5 718|910 11

6 8 |9 |10]11]12

The probability distribution for X is as follows.

X 2 3 4 5 6 7 8 9 |10 | 11 | 12
p(x = x) 1123456524132 1
36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36

(i) E(x)=p=2xp,

dice are

:2><i+3><i+4><i+5><i+6><i+7><i+8><i+9><i+10><i+11><i
36 36 6 6 6 6 6 3 36 36
+12><i
36
252
=—=7

36
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Var(x)=0>=Y (x,-1) p,

i=1

2 1 2 2 3 2 4 2 5 2
=(2-7) x o +(3- 7) x£+(4—7) x£+(5—7) x£+(6—7) x£+(7—7) "

2 5 2 4 2 3 2 2 2 1
+(8-7) x£+(9—7) x£+(10—7) x£+(11—7) x£+(12—7) v
:&NS 83
36

(iii) P(X<u)=P(X<7)=P(X=1)+P(X=2)+P(X=3)+P(X=4)+P(X=5)
1 2 3 4 5 15 5
=—+—+—+—+—
36 36 36 36 36 36 12
P(X>p+0)= ( >7+\/5.8)
3.2 1 6 1

"36 36 36 36 6

(X>9.4)=P(X=10)+P(X=11)+P(X =12)

P(|X—p|<20)=P(n-20<X <p+20)=P(2.2< X <11.8)
P(X=3)+P(X=4)+P(X=5)+P(X=6)+P(X=7)+P(X=8)+P(X=9)
+P(X=10)+P(X=11)

2,3 4 5 6 5 4 3 2

= —+— t—t—+—+—
36 36 36 36 36 36 36 36 36

BECRREY
36 18

17
The probability of p—2o< X <pu+20 is I8’ which is almost 1.
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Bob earns $80 per day, Monday to Friday . He works every Saturday
for which he earns “time and a half” and every fourth Sunday, for which he is paid “double time.”
Let X represents his daily , and Y represents his weekly wage.

(i) By considering a typical four-week period of 28 days, find the probability distribution for X.

(ii) Calculate the expectation and variance of X.

(iii) Show that there are two possible patterns Bob could work over a typical four-week period,
depending on which Saturdays and Sunday he works. Hence find the expectation and variance of
Y under either pattern.

Solution

(i) He earns $80, and 20 out of 28 are week days.

He earns “time and a half,” which means $80x1.5=120, and 2 out of 28 are alternate

10




Saturdays.
He is paid “double time,” which means $80x2 =160, and 1 out of 28 is the fourth Sundays.

The pattern of a typical four-week period of 28 days.

M|Tu|W |Th| F | Sa | Su
80|80 | 80| 80 | 80 | 120 X

80|80 |8 |8 |8 | X X

80|80 |8 |8 |80 | 120 | X

80|80 |8 |8 |8 | X | 160

The probability distribution for X gives the following

x () 0 | 80 | 120|160
5 2] 2 |1

28 | 28 | 28 | 28

4
(i) E(x)=pn=>) xp,
i=1

P(X =x)

2 2 1
=0><i+80><—0+230><—+160><—
28 28 28 28
2
_2000 143
2 2 2
Var(x)=0 :E(X )—u
2
2 2 1 2
_ 0?1807 x 22 4 1207 x 2 + 1607 x— [ 2090
28 28 28 28 28

_ 45600 250000 _ 69200
7 49

~ 1410 (to 3 s.f.)

Hence, his mean daily wage is $71.43, with a variance of 1410, resulting in a standard
deviation of about $38.

(iii) Pattern 1: he works on the first and third Saturday, and works on the fourth Sunday.

M|Tu|W |Th| F | Sa | Su
80|80 |80 | 80 | 80 | 120 X

80|80 |8 |8 |8 | X X

80|80 |8 |8 |80 |120 | X

80|80 |8 |8 |8 | X | 160
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y1(S)

400

520

560

P(Y.=.)

1
4

2
4

M|

1 2 1
E(yl)=400><Z+520><Z+560><Z:500

M

Tu

W

Th

F

Sa

Su

80

80

80

80

80

X

X

80

80

80

80

80

120

X

80

80

80

80

80

X

X

80

80

80

80

80

120

160

y2 (S)

400

520

680

P(Y,=v,)

2
4

1
4

M|

2 1 1
E(yz)=400><Z+520><Z+680><Z=500

The probability distribution for Y1 gives the following

1 2 1
Var (y, ) =400° x =+ 520 x —+560° x —— 500" = 3600
4 4 4

The probability distribution for Y, gives the following

2 1 1
Var(y, ) =400” x=+520° x —+ 680" x ——500* = 13200
4 4 4

Pattern 2: he works on the second and fourth Saturday, and works on the fourth Sunday.

Hence, his mean weekly wage is $500, with a variance of 500 or 13200.
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