Addendum to the proof of ¢g(u,r) < ¢4(u, x) on page 545
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The expression of ¢'(y) on page 545 is wrong, there is a squared-term missing in the
denominator of the first term. Accordingly, here is the revised proof of ¢g(p, x) < ¢y, x)
in the Part(6) on page 545.

Part (6): ¢s(p,z) < ¢4(p, ). Consider

fly) =log (1 +e7¥) +log (1 +e¥) — yerf <%> - \/geyf.

Then, we have

which says that

p 2eY 2 1 _2
g9() =i mA
(e +1)2  2r

2
Denote h(y) = —v2me¥* T + (1 4 e¥)%. We consider two cases.

Case 1. 0 <y < 1. We have
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h(y) = —V2me't ' 4+ e +2¢¥ + 1
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:(ey— 27Tey22> —gey2+2ey+1.
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Since 0 <y <1, ey’ < ¢¥. Then
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h(y)2<ey— 62) +(2—g)ey+1>0

which yields ¢'(y) > 0 for all y € [0, 1]. Therefore, g(y) > ¢(0) = 1 implies that f'(y) <0
for all y € [0, 1].

Case 2. y > 1. We have

W (y) =2e’ (1+¢’) — V2r (1+y) s = (2 (1+e¥) —Vor(1+y) eyj) ev.
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Set k(y) =2(1+¢e¥) —v2r (1 +y)ez. If y > 2, then e’ < e’z which yields
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k(y) < 2 (1 + ey2> —Vor(l+y)eT <2+ (2 —\Vor(1+ y)> e
On the other hand,
2
(2 —V2r(1+ y)> e7 < <2 — 3\/27r> e < —2 Vy>2.

Hence, k(y) <0 for all y > 2. If 1 <y < 2, we consider
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K (y) =2e¥ —V2r(14+y +ye=.
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K'(y) = 2¢" = V2r(1+4 3y +y* +y)e7.
Since k”(y) < 2e2 — 6v/2em < 0 for all 1 < y < 2. This implies that & (y) < k(1) =
2¢ — 3v2er < 0 for all 1 < y < 2. Hence, k(y) < k(1) = 2(1 4+ €) — 2v/2er < 0 for
all 1 <y < 2. Thus, A/(y) < 0 for all y > 1 which leads to h(y) is decreasing on
[1,00). Moreover, since h(1) > 0 and h(3/2) < 0, h(y) = 0 has a solution on [1,00).
This indicates that ¢’(y) = 0 has a solution on [1,00). Assume that y = a (o > 1) is a
solution of ¢'(y) = 0, it follows that ¢’(y) > 0 on [1, o] and ¢'(y) < 0 on [a, 0c]. Then

{g(y) > g(1)
g(y) > limye 9(y)

From the above two cases, we obtain that f’(y) < 0 for all ¥y > 0. On the other hand, we
know that
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= g(y) > 1.
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where the last inequality holds by applying Lemma 2.5 in [35] erf <i> < (1 - e‘y2> :
Thus, f(y) > lim,_,o f(y) = 0 which shows that ¢s(p, x) < ¢da(p, ).
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